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8.1 Convergence of nets of functions

There are known several types of convergence of nets of functions. The best known types of convergence in the space of functions are pointwise and uniform convergence. One can find many kinds of convergence which are called in different manner. Some of them are weaker than uniform convergence but stronger than pointwise one, some of them are even stronger than uniform convergence. In the work we will consider mainly convergence of nets of functions defined on a topological space with values in a metric space. We investigate connections between different kinds of convergence and preserving of continuity and integrability of limit functions.

Throughout the article, \((X, \mathcal{T})\) will denote a topological space and \((Y, \rho)\) will denote a metric space. We start from definitions of some types of convergence of nets of functions \(f : X \rightarrow Y\). The best known types of convergence are pointwise and uniform convergence.
Definition 8.1. We say that a net \( \{ f_j : j \in J \} \) of functions defined on a topological space \( X \) with values in a metric space \( (Y, \rho) \) is pointwise convergent to a function \( f : X \rightarrow Y \) if
\[
\forall x \in X \ \forall \varepsilon > 0 \ \exists j_0 \in J \ \forall j \geq j_0 \ (\rho(f_j(x), f(x)) < \varepsilon).
\]

Definition 8.2. We say that a net \( \{ f_j : j \in J \} \) of functions defined on a topological space \( X \) with values in a metric space \( (Y, \rho) \) is uniformly convergent to a function \( f : X \rightarrow Y \) if
\[
\forall \varepsilon > 0 \ \exists j_0 \in J \ \forall j \geq j_0 \ \forall x \in X \ (\rho(f_j(x), f(x)) < \varepsilon).
\]

Relations between these two kinds of convergence are well known, we will use them without any further remarks.

Let us make a review of those kinds of convergence which will be considered. The first one is so called quasi-uniform convergence. It is sometimes called Arzelá convergence after the name of the author, who introduced this kind of convergence into mathematical life.

Definition 8.3. ([1], [4], [12]) A pointwise convergent net \( \{ j_j : j \in J \} \) of functions defined in a topological space \( X \) with values in a metric space \( (Y, \rho) \) is called quasi-uniformly convergent to a function \( f : X \rightarrow Y \) if
\[
\forall j \in J \ \exists k_j \ \exists l_1, \ldots, l_{k_j} \geq j \ \forall t \in X \left( \min\{\rho(f_{l_i}(t), f(t)) : i \in \{1, \ldots, k_j\} \right) < \varepsilon).
\] (8.1)

Of course everybody can see that this kind of convergence is weaker than uniform convergence but stronger than pointwise convergence.

In the literature there was considered another kind of convergence which is also a bit weaker than uniform convergence and stronger than pointwise convergence. It is called almost-uniform convergence.

For any point \( x \) in a topological space \( X \) by \( \mathcal{B}_x \) we will denote the class of all open neighbourhoods of the point \( x \).

Definition 8.4. ([5], [13]). A pointwise convergent net \( \{ f_j : j \in J \} \) of functions defined in a topological space \( X \) with values in a metric space \( (Y, \rho) \) is called almost-uniformly convergent to a function \( f : X \rightarrow Y \) if
\[
\forall x \in X \ \forall j \in J \ \exists k_j \ \exists l_1, \ldots, l_{k_j} \geq j \ \forall t \in \mathcal{B}_x \ (\rho(f_{l_i}(t), f(t)) < \varepsilon).
\] (8.2)

In further part of the article we will make use of the following denotations. The symbol \( \mathcal{C}(X, Y) \) will denote the class of all continuous functions defined in a topological space \( X \) with values in a metric space \( Y \). Similarly, the symbol
\( \mathcal{F}(X,Y) \) will denote the class of all functions defined in a topological space \( X \) with values in a metric space \( Y \). Moreover, let \( \mathbb{R}^+ = (0, \infty) \).

**Definition 8.5.** ([14], [2], [8], [10], [11]). A net \( \{f_j : j \in J\} \) of functions defined in a topological space \( X \) with values in a metric space \((Y, \rho)\) is said to be convergent to a function \( f : X \to Y \) in the sense of Whitney (shortly W-convergent) if for each function \( \varphi \) from \( C(X, \mathbb{R}^+) \) there exists \( j_0 \in J \) such that

\[
\rho(f_j(x), f(x)) < \varphi(x)
\]

for each \( x \in X \) and for each \( j \in J \) such that \( j \geq j_0 \).

This kind of convergence is even stronger than uniform one, since each constant function is continuous.

Quasi-uniform convergence and convergence in the sense of Whitney can be combined, hence we can define:

**Definition 8.6.** ([6]) A net \( \{f_j : j \in J\} \) of functions defined in a topological space \( X \) with values in a metric space \((Y, \rho)\) is said to be convergent to a function \( f : X \to Y \) in the sense of Arzelá-Whitney (shortly AW-convergent) if this net is pointwise convergent to the function \( f \) and for every \( \varphi \in C(X, \mathbb{R}^+) \), every \( j_0 \) in \( J \) there exists a finite subset \( J_1 \) of \( J \) such that \( j \geq j_0 \) for each \( j \in J_1 \) and

\[
\min \{ \rho(f_j(x), f(x)) : j \in J_1 \} < \varphi(x) \quad \text{if} \quad x \in X.
\]

Similarly, combining Whitney convergence with almost-uniform convergence we are able to define another kind of convergence.

**Definition 8.7.** A net \( \{f_j : j \in J\} \) of functions defined in a topological space \( X \) with values in a metric space \((Y, \rho)\) is said to be almost-Whitney convergent to a function \( f : X \to Y \) if this net is pointwise convergent to function \( f \) and for every \( x \in X \), \( \varphi \in C(X, \mathbb{R}^+) \), and for every \( j \) in \( J \) there exist \( j_x \in J \) and a neighbourhood \( U_x \) of \( x \) such that

\[
\rho(f_j(t), f(t)) < \varphi(x)
\]

for each \( t \in U_x \).

We have defined 7 kinds of convergence of nets of functions. In further parts of the work we will consider some properties of these types of convergence.
8.2 Relations between considered types of convergence

Since positive constant function \( \varphi_\varepsilon: X \to \mathbb{R}^+, \varphi_\varepsilon(x) = \varepsilon \) for all \( x \) in \( X \) belongs to \( C(X, \mathbb{R}^+) \), it is easy to observe.

**Remark 8.8.** If a net \( \{ f_j : j \in J \} \) of functions defined in a topological space \( X \) with values in a metric space \( (Y, \rho) \) is \( W \)-convergent to \( f: X \to Y \) then it is uniformly convergent to \( f \).

**Remark 8.9.** If a net \( \{ f_j : j \in J \} \) of functions defined in a topological space \( X \) with values in a metric space \( (Y, \rho) \) is almost-Whitney convergent to \( f: X \to Y \) then it is almost-uniformly convergent to \( f \).

**Remark 8.10.** If a net \( \{ f_j : j \in J \} \) of functions defined in a topological space \( X \) with values in a metric space \( (Y, \rho) \) is \( AW \)-convergent to \( f: X \to Y \) then it is quasi-uniformly convergent to \( f \).

Immediately from definitions of quasi-uniform convergence and almost-uniform convergence, we infer that if a net \( \{ f_j: j \in J \} \) of functions from \( \mathcal{F}(X,Y) \) is quasi-uniformly convergent or almost-uniformly convergent to \( f : X \to Y \) then this net is pointwise convergent to \( f \).

Moreover, it is obvious that each uniformly convergent net of functions \( \{ f_j : j \in J \} \) from \( \mathcal{F}(X,Y) \) is quasi-uniformly convergent, almost-uniformly convergent and pointwise convergent.

Similarly, it is easy to see that each \( W \)-convergent net of functions from \( \mathcal{F}(X,Y) \) is \( AW \)-convergent and almost-Whitney convergent.

**Theorem 8.11.** Let \( (X, \top) \) be a topological space and let \( (Y, \rho) \) be a metric space. If a net \( \{ f_j : j \in J \} \) of functions from \( \mathcal{F}(X,Y) \) is almost-uniformly convergent to \( f : X \to Y \) then it is almost-Whitney convergent to \( f \).

**Proof.** Let a net \( \{ f_j : j \in J \} \) be almost-uniformly convergent to a function \( f : X \to Y \). Fix \( x \in X \), \( j \in J \) and \( \varphi \in C(X, \mathbb{R}^+) \). Then \( \varepsilon = \frac{1}{2} \varphi(x) > 0 \). By continuity of \( \varphi \), there exists a neighbourhood \( U_1 \) of \( x \) such that \( \varphi(t) > \varepsilon \) for all \( t \in U_1 \). Since \( \{ f_j : j \in J \} \) is almost-uniformly convergent to \( f \), there exist \( j_0 \geq j \) and a neighbourhood \( U_2 \) of \( x \) such that \( \rho(f_{j_0}(t), f(t)) < \varepsilon \) for all \( t \in U_2 \).

Let \( U = U_1 \cap U_2 \). Then \( U \) is a neighbourhood of \( x \) and

\[
\rho(f_{j_0}(t), f(t)) < \varepsilon < \varphi(t) \quad \text{if} \quad t \in U.
\]

Since \( \{ f_j : j \in J \} \) is pointwise convergent to \( f \), it proves that \( \{ f_j : j \in J \} \) is almost-Whitney convergent to \( f \). \( \square \)
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**Corollary 8.12.** Let \((X, \mathcal{T})\) be a topological space and let \((Y, \rho)\) be a metric space. If a net \(\{f_j : j \in J\}\) of functions from \(\mathcal{F}(X, Y)\) is uniformly convergent to \(f : X \to Y\) then it is almost-Whitney convergent to \(f\).

**Corollary 8.13.** For every topological space \((X, \mathcal{T})\) and every metric space \((Y, \rho)\) almost-uniform convergence and almost Whitney convergence are equivalent in \(\mathcal{F}(X, Y)\).

**Remark 8.14.** If a net \(\{f_j : j \in J\}\) of functions from \(\mathcal{F}(X, Y)\) is pointwise convergent to \(f : X \to Y\) and it has a subnet which is W-convergent then it is AW-convergent to \(f\).

The diagram shows the relations among the considered kinds of convergence.

![Diagram showing the relations among different types of convergence]

No other implication can be stated as a few examples show.

**Example 8.15.** Pointwise convergence implies neither almost-uniform convergence nor quasi-uniform convergence.

Let \(X = [0, 1]\) and \(Y = \mathbb{R}\) and \(f_n(x) = x^n\) if \(x \in [0, 1]\). Then the sequence \((f_n)_{n=1}^{\infty}\) is pointwise convergent to the function

\[f(x) = \begin{cases} 0, & \text{if } x \in [0, 1), \\ 1, & \text{if } x = 1, \end{cases}\]

but this sequence is not almost-uniformly convergent to \(f\). Similarly, it is not quasi-uniformly convergent to \(f\).

**Example 8.16.** Almost-uniform convergence does not imply quasi-uniform convergence.

Let \(X = [0, 1]\) and \(Y = \mathbb{R}\) and \(f_n(x) = x^n\) if \(x \in [0, 1]\). Then the sequence \((f_n)_{n=1}^{\infty}\) is almost-uniformly convergent to the zero function, but this sequence is not quasi-uniformly convergent to \(f\).
Example 8.17. Neither AW-convergence nor quasi-uniform convergence imply almost uniform convergence.

Let $X = [-1,1]$ and $Y = \mathbb{R}$ and if $n$ is even positive integer then
\[
f_n(x) = \begin{cases} 
0, & \text{if } x \in [-1,0) \cup \left[\frac{1}{n},1\right], \\
1, & \text{if } x \in \left(0,\frac{1}{n}\right),
\end{cases}
\]
and if $n$ is odd positive integer then
\[
f_n(x) = \begin{cases} 
0, & \text{if } x \in [-1,-\frac{1}{n}] \cup [0,1], \\
1, & \text{if } x \in \left(-\frac{1}{n},0\right).
\end{cases}
\]

Then the sequence $(f_n)_{n=1}^\infty$ is AW-convergent (and also quasi-uniformly convergent) to the zero function in $[-1,1]$, but this sequence is not almost-uniformly convergent to $f$.

Further examples state that neither quasi-uniform convergence nor almost-uniform convergence imply uniform convergence.

Example 8.18. None of the uniform convergence, almost-Whitney convergence, quasi-uniform convergence implies AW-convergence.

Let $f_n : (0,1) \rightarrow [0,1]$ be defined as follows:
\[f_n(x) = \frac{1}{n} \text{ if } x \in (0,1).\]

Then the sequence $(f_n)_{n=1}^\infty$ is not AW-convergent to zero function in $(0,1)$, but it is uniformly convergent, almost Whitney and quasi-uniformly convergent.

Example 8.19. Almost Whitney convergence implies neither uniform convergence nor AW-convergence.

Let $f_n(x) = x^n$ and $f(x) = 0$, $x \in (0,1)$. Then $\{f_n : n \in \mathbb{N}\}$ is almost Whitney convergent to $f$ but it is neither uniformly convergent nor AW-convergent. Hence it is not W-convergent.

8.3 Continuity of limit of nets of continuous functions

Everyone does know that if a net of continuous functions is uniformly convergent to a function $f$, then $f$ is continuous as well and that pointwise convergence is too weak to get the continuity of the limit function.

The following facts concerning quasi-uniform convergence are well known.
Theorem 8.20. ([13]). If a net of continuous functions defined in a topological space \( X \) with values in a metric space \((Y, \rho)\) is quasi-uniformly convergent to a function \( f : X \rightarrow Y \) then \( f \) itself is continuous.

Proof. Let \( \{ f_j : j \in J \} \) be any net of functions from \( C(X, Y) \).

Let \( \varepsilon \) be a fixed positive number and \( x_0 \) be a fixed point from \( X \). There exists an index \( j_0 \in J \) such that
\[
\rho(f_j(x_0), f(x_0)) < \frac{\varepsilon}{3}
\]
for all \( j \) not less than \( j_0 \).

There is a finite subset \( J_1 \) of \( J \) such that if \( j_p \in J_1 \) then \( j_p \geq j_0 \) and for each \( x \) from \( X \),
\[
\min \{ \rho(f_j(x), f(x)) : j \in J_1 \} < \frac{\varepsilon}{3}.
\]

Each of the functions \( f_j \) is continuous so for each \( j \) from \( J_1 \) there is a neighbourhood \( U_j \) of the point \( x_0 \) such that
\[
\rho(f_j(x), f_j(x_0)) < \frac{\varepsilon}{3}, \quad \text{if} \quad x \in U_j.
\]

Let \( U = \bigcap_{j \in J_1} U_j \). Fix any point \( u \) from the set \( U \). For this element there is \( j_u \) such that
\[
\rho(f_{j_u}(u), f(u)) < \frac{\varepsilon}{3}.
\]

Then
\[
\rho(f(u), f(x_0)) \leq \rho(f(u), f_{j_u}(u)) + \rho(f_{j_u}(u), f_{j_u}(x_0)) + \rho(f_{j_u}(x_0), f(x_0)) < \varepsilon.
\]

In that way we have proved that the limit function \( f \) is continuous at \( x_0 \), hence it is continuous in \( X \).

Theorem 8.21. Let \( X \) be a compact topological space and let \( \{ f_j : j \in J \} \) be a pointwise convergent net of continuous functions defined in \( X \) with values in a metric space \((Y, \rho)\). If the limit function \( f : X \rightarrow Y \) is continuous as well, then the net \( \{ f_j : j \in J \} \) is quasi-uniformly convergent to \( f \).

Proof. It is clear that the first condition of quasi-uniform convergence is fulfilled.

Let \( \varepsilon \) be any fixed positive number and \( j_0 \) any index from \( J \).

Pointwise convergence of the net \( \{ f_j : j \in J \} \) to the function \( f \) implies that for each \( x \in X \) there exists an index \( j_x \) such that \( j_x \geq j_0 \) and
\[
\rho(f_j(x), f(x)) < \frac{\varepsilon}{3}, \quad \text{if} \quad j \geq j_x \geq j_0.
\]
Functions $f_{j_k}$ and $f$ are continuous, so there is a neighborhood $U_x$ of the point $x$ such that
\[ \rho(f_{j_k}(u), f_{j_k}(x)) < \frac{\varepsilon}{3} \quad \text{and} \quad \rho(f(u), f(x)) < \frac{\varepsilon}{3}, \]
if $u \in U_x$. Then
\[ \rho(f_{j_k}(u), f(u)) < \varepsilon, \]
for each $u \in U_x$.

The class of sets \( \{U_x : x \in X\} \) consists of open sets and forms, of course, a cover of the compact space $X$. Then there exists a finite subset \( \{x_1, \ldots, x_k\} \) of the set $X$ such that
\[ X = \bigcup_{i=1}^{k} U_{x_i}. \]
Let $v$ be any point from the set $X$, then there is a $p$ from the set \( \{1, \ldots, k\} \) such that $v \in U_{x_p}$. Thus condition (8.1) from Definition 8.3. is fulfilled. \( \Box \)

**Example 8.22.** Compactness of $X$ can not be omitted in the previous theorem.

Let $f_n : [0, \infty) \to \mathbb{R}$ be defined as follows:
\[ f_n(x) = \begin{cases} 0, & \text{if } x \in [0, n], \\ x - n, & \text{if } x \in (n, n+1], \\ 1, & \text{if } x \in (n+1, \infty). \end{cases} \]

It is easy to see that all functions $f_n$ are continuous, the sequence \( (f_n)_{n=1}^{\infty} \) is pointwise convergent to the zero function in \([0, \infty)\) but this sequence is not quasi-uniformly convergent.

**Theorem 8.23.** If a net of continuous functions defined in a topological space $X$ with values in a metric space $(Y, \rho)$ is almost-uniformly convergent to a function $f : X \to Y$ then $f$ itself is continuous.

**Proof.** Let \( \{f_j : j \in J\} \) be any almost-uniformly convergent net of continuous functions defined in $X$ with values in $(Y, \rho)$.

Let $\varepsilon$ be an arbitrary positive number and $x_0$ be a fixed point in $X$. Since the net \( \{f_j : j \in J\} \) is pointwise convergent to a function $f : X \to Y$, there exists an index $j_0 \in J$ such that for each $j \geq j_0$
\[ \rho(f_j(x_0), f(x_0)) < \frac{\varepsilon}{3}, \]
Since the considered net is almost-uniformly convergent to $f$, there are $j_{x_0} \geq j_0$ and a neighbourhood $U_1$ of the point $x_0$ such that
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\[ \rho \left( f_{j_0} (t), f(t) \right) < \frac{\varepsilon}{3} \]

for each \( t \in U_1 \).

Function \( f_{j_0} \) is continuous, then there exists a neighbourhood \( U_2 \) of the point \( x_0 \) such that

\[ \rho \left( f_{j_0} (t), f_{j_0} (x_0) \right) < \frac{\varepsilon}{3}. \]

Then for each \( x \in U_1 \cap U_2 \) we have:

\[ \rho \left( f(x), f(x_0) \right) \leq \rho \left( f(x), f_{j_0} (x) \right) + \rho \left( f_{j_0} (x), f_{j_0} (x_0) \right) + \rho \left( f_{j_0} (x_0), f(x_0) \right) < \varepsilon, \]

which proves that \( f \) is continuous at the point \( x_0 \).

Hence this function is continuous in \( X \). \( \square \)

**Theorem 8.24.** Let \( X \) be arbitrary topological space and let \( \{ f_j : j \in J \} \) be a pointwise convergent net of continuous functions defined in \( X \) with values in a metric space \((Y, \rho)\). If the limit function \( f : X \to \mathbb{R} \) is continuous as well, then the net \( \{ f_j : j \in J \} \) is almost-uniformly convergent to \( f \).

**Proof.** Let us fix any point \( x_0 \) from the space \( X \). Take any \( \varepsilon > 0 \). Then there exists \( j_0 \in J \) such that

\[ \rho \left( f_j (x_0), f(x_0) \right) < \frac{\varepsilon}{3}. \]

The function \( f_{j_0} \) is continuous, then there exists a neighbourhood \( U_1 \) of the point \( x_0 \) such that

\[ \rho \left( f_{j_0} (x), f_{j_0} (x_0) \right) < \frac{\varepsilon}{3} \]

for each \( x \in U_1 \).

The function \( f \) is continuous as well, then there exists a neighbourhood \( U_2 \) of the point \( x_0 \) such that

\[ \rho \left( f(x), f(x_0) \right) < \frac{\varepsilon}{3} \]

for each \( x \in U_2 \).

Hence, if \( x \in U_1 \cap U_2 \) then

\[ \rho \left( f_{j_0} (x), f(x) \right) \leq \rho \left( f_{j_0} (x), f_{j_0} (x_0) \right) + \rho \left( f_{j_0} (x_0), f(x_0) \right) + \rho \left( f(x_0), f(x) \right) < \varepsilon. \]

Thus we have proved that condition (8.2) is fulfilled. Hence the net \( \{ f_j : j \in J \} \) is almost uniformly convergent to \( f \). \( \square \)
Remark 8.25. Applying relations among the considered kinds of convergence shown in section 2 and Theorems 8.20 and 8.23, we can easily see that if a net \( \{ f_j : j \in J \} \), \( f_j : X \to Y \) of continuous functions is AW-convergent or almost Whitney convergent or Whitney convergent to a function \( f : X \to Y \) then \( f \) is continuous too.

Remark 8.26. Applying properties of limits of nets of continuous functions considered in section 3 it is easy to see that in \( C(X,Y) \) quasi-uniform convergence implies almost-uniform convergence, and if \( X \) is compact then these kinds of convergence are equivalent.

Let \((X, \mathcal{T})\) be a topological space and \( \mathcal{J} \) be a \( \sigma \)-ideal of subsets of this space, which contains no non-degenerate interval and \((Y, \rho)\) be a metric space. We say that a function \( f : X \to Y \) has property \( \mathcal{P} \mathcal{J} \)-almost everywhere if the set of points at which function \( f \) does not have this property belongs to \( \mathcal{J} \). So, a function \( f \) is continuous \( \mathcal{J} \)-almost everywhere in \( X \) if the set \( D_f \) of points of discontinuity of the function \( f \) belongs to \( \mathcal{J} \).

Previous theorems can be generalized a little in the case of sequences of functions. We can get the following:

Theorem 8.27. ([7]) Let \((f_n)_{n=1}^{\infty}\) be a sequence of functions defined in a topological space \( X \) with values in a metric space \((Y, \rho)\). If each of the functions \( f_n \) is continuous \( \mathcal{J} \)-almost everywhere in \( X \) and the sequence \((f_n)_{n=1}^{\infty}\) is quasi-uniformly convergent to a function \( f : X \to Y \), then \( f \) itself is also continuous \( \mathcal{J} \)-almost everywhere in \( X \).

Proof. Let \( E_n \) denote the set of points of continuity of the function \( f_n \). Now let \( E = \bigcap_{n=1}^{\infty} E_n \). It is evident that \( X \setminus E \in \mathcal{J} \), since \( X \setminus E_n \in \mathcal{J} \) and \( \mathcal{J} \) is \( \sigma \)-ideal.

Let \( x_0 \in E \). For arbitrary positive \( \varepsilon \) there exists a positive integer \( n_0 \) such that

\[
\rho(f_n(x_0), f(x_0)) < \frac{\varepsilon}{3} \quad \text{if} \quad n \geq n_0.
\]

In view of condition (8.1) we can conclude that there exist \( n_1, \ldots, n_k \) such that \( n_1 \geq n, \ldots, n_k \geq n_0 \) and

\[
\rho(f_{n_1}(t), f(t)) < \frac{\varepsilon}{3} \vee \ldots \vee \rho(f_{n_k}(t), f(t)) < \frac{\varepsilon}{2}
\]

for all \( t \in X \).

Each of the functions \( f_{n_i} \) is continuous at \( x_0 \), then there exists a neighborhood \( U_0 \) of \( x_0 \) such that

\[
\rho(f_{n_i}(t), f_{n_i}(x_0)) < \frac{\varepsilon}{5}.
\]
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for each \( t \in U_0 \) and \( i \in \{1, \ldots, k\} \).

Let \( x \in U_0 \) and let \( n_{i_0} \in \{n_1, \ldots, n_k\} \) be such that

\[
\rho \left( f_{n_{i_0}}(x), f(x) \right) < \frac{\varepsilon}{3}.
\]

Thus

\[
\rho \left( f(x), f(x_0) \right) \leq \rho \left( f(x), f_{n_{i_0}}(x) \right) + \rho \left( f_{n_{i_0}}(x), f_{n_{i_0}}(x_0) \right) + \rho \left( f_{n_{i_0}}(x_0), f(x_0) \right) < \varepsilon,
\]

which proves continuity of \( f \) at the point \( x_0 \) from the set \( E \).

Since \( X \setminus E \in \mathcal{J} \), the function \( f \) is continuous \( \mathcal{J} \)-almost everywhere. \( \Box \)

**Theorem 8.28.** Let \( (f_n)_{n=1}^{\infty} \) be a sequence of functions defined in a topological space \( X \) with values in a metric space \( (Y, \rho) \). If each of the functions \( f_n \) is continuous \( \mathcal{J} \)-almost everywhere in \( X \) and the sequence \( (f_n)_{n=1}^{\infty} \) is almost-uniformly convergent to a function \( f : X \rightarrow Y \), then \( f \) is also continuous \( \mathcal{J} \)-almost everywhere in \( X \).

**Proof.** Let \( E_n \) denote the set of points of continuity of the function \( f_n \). Moreover, let

\[
E = \bigcap_{n=1}^{\infty} E_n.
\]

Since \( X \setminus E_n \in \mathcal{J} \) for each positive integer \( n \), also \( X \setminus E \in \mathcal{J} \).

Let \( x_0 \in E \). For arbitrary positive \( \varepsilon \) there exists a positive integer \( n_0 \) such that

\[
\rho \left( f_n(x_0), f(x_0) \right) < \frac{\varepsilon}{3} \quad \text{if} \quad n \geq n_0.
\]

In view of condition (8.2) we infer that there exist \( n_1 \) and a neighbourhood \( U_1 \) of \( x_0 \) such that \( n_1 \geq n_0 \) and

\[
\rho \left( f_{n_1}(t), f(t) \right) < \frac{\varepsilon}{3} \quad \text{if} \quad t \in U_1.
\]

The function \( f_{n_1} \) is continuous at \( x_0 \), then there exists a neighborhood \( U_2 \) of \( x_0 \) such that

\[
\rho \left( f_{n_1}(t), f_{n_1}(x_0) \right) < \frac{\varepsilon}{3} \quad \text{if} \quad t \in U_2.
\]

If now \( x \in U_1 \cap U_2 \), then

\[
\rho \left( f(x), f(x_0) \right) \leq \rho \left( f(x), f_{n_1}(x) \right) + \rho \left( f_{n_1}(x), f_{n_1}(x_0) \right) + \rho \left( f_{n_1}(x_0), f(x_0) \right) < \varepsilon,
\]

which proves that \( f \) is continuous at the point \( x_0 \) from the set \( E \).
Since $X \setminus E \in \mathcal{J}$, the function $f$ is continuous $\mathcal{J}$-almost everywhere. \hfill \square

### 8.4 Integrability of limit of sequences of Riemann integrable functions

It is evident that a real function defined in a compact interval is Riemann integrable if and only if the set of discontinuity points of such function has Lebesgue measure zero. The class of sets with Lebesgue measure zero forms a $\sigma$-ideal of sets. Hence one can get the following theorems as corollaries from Theorems 8.27 and 8.28.

**Theorem 8.29.** Let $(f_n)_{n=1}^{\infty}$ be a sequence of Riemann integrable functions in $[0, 1]$. If $f : [0, 1] \longrightarrow \mathbb{R}$ is a quasi-uniform limit of the sequence $(f_n)_{n=1}^{\infty}$, then $f$ is also Riemann integrable function.

**Theorem 8.30.** Let $(f_n)_{n=1}^{\infty}$ be a sequence of Riemann integrable functions in $[0, 1]$. If $f : [0, 1] \longrightarrow \mathbb{R}$ is an almost-uniform limit of the sequence $(f_n)_{n=1}^{\infty}$, then $f$ is also Riemann integrable function.

Integrability of such limits is not sufficient to prove that the Riemann integral of it is equal to the limit of sequence of integrals of functions $f_n$.

**Example 8.31.** Let $(f_n)_{n=1}^{\infty}$ be defined as follows:

$$
    f_n(x) = \begin{cases} 
        n^2 x, & \text{if } x \in \left[0, \frac{1}{n}\right], \\
        2n^2 - n^2 x, & \text{if } x \in \left(\frac{1}{n}, \frac{2}{n}\right), \\
        0, & \text{if } x \in \left[\frac{2}{n}, 2\right].
    \end{cases}
$$

Moreover let $f$ be zero function in the interval $[0, 2]$. Then the sequence $(f_n)_{n=1}^{\infty}$ is quasi-uniformly and almost-uniformly convergent to $f$. But

$$
    \lim_{n \to \infty} \int_{0}^{2} f_n(x) \, dx = 1 \neq 0 = \int_{0}^{2} \lim_{n \to \infty} f_n(x) \, dx.
$$

However, if we assume that almost-uniformly (or quasi-uniformly) convergent sequence $(f_n)_{n=1}^{\infty}$ of Riemann integrable functions is majorized by a Riemann (or Lebesgue) integrable function, then its limit is not only Riemann integrable, but its integral is a limit of integrals of $f_n$. Before we prove those theorems we will need some theorems concerning to Lebesgue integral. It is quite known that if a real function is Riemann integrable on a compact interval
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Let \([a, b]\), then it is also Lebesgue integrable on \([a, b]\) and those two integrals are equal.

To make a distinction between Riemann integral and Lebesgue integral we will use the denotation \(\int_a^b f(x) \, dx\) for Riemann integral and \(\int_{[a,b]} f \, d\mu\) for Lebesgue integral of the function \(f\) on interval \([a, b]\).

**Theorem 8.32.** Let \(f_n : [a, b] \to \mathbb{R}\) be Riemann integrable function for each positive integer \(n\). If \(\lim_{n \to \infty} f_n = f\) and this convergence is quasi-uniform and there exists a Riemann (or Lebesgue) integrable function \(g : [a, b] \to \mathbb{R}\) such that

\[
|f_n| \leq g,
\]

for \(n \geq 1\), then \(f\) is Riemann integrable and

\[
\lim_{n \to \infty} \int_a^b f_n(x) \, dx = \int_a^b \lim_{n \to \infty} f_n(x) \, dx.
\]

**Proof.** Riemann integrability of \(f\) is implied from Theorem 8.29. From Lebesgue Theorem on dominated convergence one can conclude that \(f\) is Lebesgue integrable function and

\[
\lim_{n \to \infty} \int_a^b f_n(x) \, dx = \lim_{n \to \infty} \int_{[a,b]} f_n \, d\mu =
\]

\[
= \int_{[a,b]} \lim_{n \to \infty} f_n \, d\mu = \int_a^b \lim_{n \to \infty} f_n(x) \, dx.
\]

\(\square\)

The same arguments can be applied to prove the next theorem.

**Theorem 8.33.** Let \(f_n : [a, b] \to \mathbb{R}\) be Riemann integrable functions for each positive integer \(n\). If \(\lim_{n \to \infty} f_n = f\) and this convergence is almost-uniform and there exists a Riemann integrable function \(g : [a, b] \to \mathbb{R}\) such that

\[
|f_n| \leq g,
\]

for \(n \geq 1\), then \(f\) is Riemann integrable and

\[
\lim_{n \to \infty} \int_0^1 f_n(x) \, dx = \int_0^1 \lim_{n \to \infty} f_n(x) \, dx.
\]
8.5 Conditions for equivalence of some types of convergence of nets of functions

Theorem 8.34. Let \((X, T)\) be a completely regular topological space. The following conditions are equivalent:

1. \(X\) is pseudo-compact,
2. for every metric space \((Y, \rho)\) AW-convergence and quasi-uniform convergence of nets of functions are equivalent in \(F(X, Y)\),
3. AW-convergence and quasi-uniform convergence of nets of functions are equivalent in \(F(X, [0, 1])\),
4. for every metric space \((Y, \rho)\) AW-convergence and quasi-uniform convergence of nets of functions are equivalent in \(C(X, Y)\),
5. AW-convergence and quasi-uniform convergence of nets of functions are equivalent in \(C(X, Y)\).

Proof. Assume that \(X\) is pseudo-compact. Let \(\varphi\) be arbitrary function from \(C(X, \mathbb{R}^+)\). Then \(\frac{1}{\varphi}\) belongs to \(C(X, \mathbb{R})\). Hence \(\frac{1}{\varphi}\) is bounded. Therefore there exists a positive \(\delta\) such that \(\varphi(x) > \delta\) for all \(x \in X\). It follows that AW-convergence and quasi-uniform convergence of nets of functions are equivalent in all considered classes of functions.

Suppose that \(X\) is not pseudo-compact. Since \(X\) is completely regular, there exists continuous unbounded function \(g : X \rightarrow \mathbb{R}\). Then the function \(\varphi : X \rightarrow \mathbb{R}^+\) such that \(\varphi = \frac{1}{|g| + 1}\) belongs to \(C(X, \mathbb{R}^+)\) and there exists a sequence \((x_n)_{n=1}^\infty\) of points of \(X\) such that \(\lim_{n \to \infty} \varphi(x_n) = 0\) and \(\varphi(x_n) < 1\) for each \(n \in \mathbb{N}\). Define a sequence of functions \((f_n)_{n=1}^\infty\), letting \(f_n(x) = \varphi(x_n)\) for all \(x \in X\).

Then \(f_n \in C(X, [0, 1])\) and \((f_n)_{n=1}^\infty\) is quasi-uniformly convergent to zero function \(f\), (in fact \((f_n)_{n=1}^\infty\) is uniformly convergent to \(f\)). On the other hand \(|f_n(x_n) - f(x_n)| = \varphi(x_n)\) for all \(n\) and therefore \((f_n)_{n=1}^\infty\) is not AW-convergent to \(f\). Hence AW-convergence and quasi-uniform convergence of nets of functions are not equivalent in any considered class of functions. 

Theorem 8.35. Let \(X\) be almost compact space. If a net \(\{f_j : j \in J\}\) of continuous functions \(f_j : X \rightarrow Y\) is pointwise convergent to a continuous function \(f : X \rightarrow Y\), then this net is AW-convergent to the function \(f\).

Proof. Let us fix \(j_0 \in J\) and \(\varphi \in C(X, \mathbb{R}^+)\). For each point \(p \in X\) we can choose its neighbourhood \(U_p\) such that

\[
\frac{1}{4} \cdot \varphi(p) < \varphi(x) \quad \text{if} \quad x \in U_p.
\]
We put
\[ W_p = B\left(f(p), \frac{1}{8} \cdot \varphi(p)\right). \]
Thus
\[ \left\{ U_p \cap f^{-1}(W_p) \cap f_j^{-1}(W_p) : p \in X \land j \geq j_0 \right\} \]
is an open cover of \( X \). By assumptions, we can select a finite subclass
\[ \left\{ U_{p_k} \cap f^{-1}(W_{p_k}) \cap f_j^{-1}(W_{p_k}) : k \in \{1, \ldots, n\} \right\} \]
such that
\[ \bigcup_{k=1}^{n} \left( U_{p_k} \cap f^{-1}(W_{p_k}) \cap f_j^{-1}(W_{p_k}) \right) = X. \]

Let \( x \) be in \( X \). Then
\[ x \in U_{p_k} \cap f^{-1}(W_{p_k}) \cap f_j^{-1}(W_{p_k}) \]
for some \( k \) in \( \{1, \ldots, n\} \).

Hence
\[ \varphi(x) \in \varphi\left( \overline{U_{p_k}} \right) \subset \overline{ \varphi\left( U_{p_k} \right) } \subset \left[ \frac{3}{4} \cdot \varphi(p_k), \infty \right), \]
which means that
\[ \frac{3}{4} \cdot \varphi(p_k) \leq \varphi(x). \]

Furthermore,
\[ f(x) \in W_{p_k} = B\left(f(p_k), \frac{1}{8} \cdot \varphi(p_k)\right) \subset B\left(f(p_k), \frac{1}{4} \cdot \varphi(p_k)\right). \]

Analogously,
\[ f_{j_k}(x) \in B\left(f(p_k), \frac{1}{4} \cdot \varphi(p_k)\right). \]

Thus we infer that
\[ \rho\left( f(x), f_{j_k}(x) \right) < \frac{1}{2} \cdot \varphi(p_k) < \varphi(x). \]

Finally, letting \( J_1 = \{ j_1, \ldots, j_n \} \) we can conclude that the net \( \{ f_j : j \in J \} \) is AW-convergent.

\[ \Box \]

**Theorem 8.36.** If \( X \) is a paracompact Hausdorff space, then the following conditions are equivalent:

1. \( X \) is a compact space,
2. for each metric space \((Y, \rho)\) the AW-convergence and pointwise convergence coincide in the class \( C(X, Y) \).
(3) the AW-convergence and pointwise convergence coincide in the class $\mathcal{C}(X,[0,1])$.

Proof. The implication $(1) \implies (2)$ is a consequence of Theorem 8.35.

The implication $(2) \implies (3)$ is evident.

To prove the implication $(3) \implies (1)$, suppose that the space $X$ is not compact. There exists an open cover $\{U_s : s \in S\}$, which has no finite subcover. Since $X$ is paracompact Hausdorff space, there exists a locally finite closed cover $\mathcal{V}$ consisting of the sets $M_s$, where $s \in S$, for which $M_s \subset U_s$ (see [6], Lemma 5.1.6).

Let $\leq$ be well order in the set $S$ and $\alpha$ be an order type of $(S,\leq)$. Thus the cover $\mathcal{V}$ can be taken as a transfinite sequence

$$M_{\xi_0}, \ldots, M_{\xi}, \ldots, \xi < \alpha.$$  

Now let

$$D_\xi = \bigcup_{\beta \leq \xi} M_\beta, \quad E_\xi = X \setminus \bigcup_{\beta \leq \xi} U_\beta$$  

if $\xi < \alpha$.

Then $\mathcal{D}$, where

$$\mathcal{D} = \{D_\xi : \xi < \alpha\},$$  

is a cover of $X$. The sets $D_\xi$ and $E_\xi$ are disjoint for each $\xi < \alpha$ and closed, since every $D_\xi$ is a union of a locally finite class of closed sets and every $E_\xi$ is a complement of an open set.

Moreover, if $\beta < \xi$, then

$$D_\beta \subset D_\xi \quad \text{and} \quad E_\xi \subset E_\beta.$$  

The space $X$ is normal, then for each $\xi$ less than $\alpha$ there exists a continuous function $f_\xi : X \to [0,1]$ such that

$$f_\xi(D_\xi) = \{1\} \quad \text{and} \quad f_\xi(E_\xi) = \{0\}.$$  

It is easy to see that the net $\{f_\xi : \xi < \alpha\}$ is pointwise convergent to the function $f$ defined by $f(x) = 1$ if $x \in X$.

Let us take a finite sequence

$$\{f_{\xi_1}, f_{\xi_2}, \ldots, f_{\xi_n}\},$$  

where

$$\xi_1 \leq \xi_2 \leq \cdots \leq \xi_n < \alpha.$$
and a continuous function $\phi$ given by $\phi(x) = \frac{1}{2}$, $x \in X$.

Since $E_{\xi_n} \subseteq E_{\xi_k}$ if $k \in \{1, \ldots, n\}$, we have

$$f_{\xi_k}(x) = 0 \text{ if } x \in E_{\xi_n} \text{ and } k \leq n.$$  

From this we infer that

$$\min \{ |f_{\xi_k}(x) - f(x)| : k \leq n \} > \phi(x) \text{ if } x \in E_{\xi_n}.$$  

In that way we have proved that the net $\{f_{\xi} : \xi < \alpha\}$ is not AW-convergent to the function $f$, which completes the proof. \hfill \square

**Theorem 8.36.** Theorem 8.36 cannot be generalized for the class $\mathcal{F}(X, Y)$, which has been shown in Example 8.15. The considered there sequence of continuous functions is pointwise convergent and is not quasi-uniformly convergent, since the limit function is not continuous one.

**Theorem 8.37.** Let $X$ be a pseudo-compact space, $(Y, \rho)$ be a metric space, let $\{f_j : j \in J\}$ be a net of functions $f_j : X \rightarrow Y$. The net $\{f_j : j \in J\}$ is W-convergent to $f : X \rightarrow Y$ if and only if it is uniformly convergent to $f$.

**Proof.** Let $X$ be a pseudo-compact topological space. It is clear that if a net $\{f_j : j \in J\}$ is W-convergent to $f : X \rightarrow Y$ then it is uniformly convergent.

Assume that $\{f_j : j \in J\}$ is uniformly convergent and take any $\phi$ from $C(X, \mathbb{R}^+)$. By pseudo-compactness of $X$, there exists a positive number $\delta$ such that $\phi(x) > \delta$ for each $x \in X$, because otherwise $\frac{1}{\phi}$ would be continuous and unbounded. Then there exists $j_0 \in J$ such that

$$\rho(f_j(x), f(x)) < \delta < \phi(x)$$

for each $x \in X$ and for each $j \in J$ such that $j \geq j_0$. It follows then that $\{f_j : j \in J\}$ is W-convergent to $f$. \hfill \square

**Theorem 8.38.** Let $X$ be a completely regular topological space. If $X$ is not pseudo-compact then there is a sequence $\{f_n : n \in \mathbb{N}\}$, where $f_n : X \rightarrow [0, 1]$, which is uniformly convergent and it is not W-convergent.

**Proof.** Suppose that $X$ is not pseudo-compact. Then there exists a continuous and unbounded function $g : X \rightarrow \mathbb{R}^+$. We can find a sequence $(x_n)_{n=1}^{\infty}$ of points from $X$ such that $\lim_{n \to \infty} g(x_n) = \infty$.

Let $\phi = \frac{1}{|\mathbb{R}^+|}$. Of course $\phi \in C(X, \mathbb{R}^+)$ and $\lim_{n \to \infty} \phi(x_n) = 0$. Define $(f_n)_{n=1}^{\infty}$ letting $f_n(x) = \phi(x_n)$ for each $x \in X$. It is obvious that $(f_n)_{n=1}^{\infty}$ is uniformly convergent to the zero function $f$. But
\[ |f_n(x_n) - f(x_n)| = \varphi(x_n) \]

for each \( n \in \mathbb{N} \) and hence \((f_n)_{n=1}^\infty\) is not W-convergent to function \( f \). \( \square \)

**Corollary 8.39.** Let \( X \) be a completely regular topological space. The following conditions are equivalent.

1. \( X \) is pseudo-compact.
2. Uniform convergence and W-convergence of nets of functions are equivalent in \( C(X,[0,1]) \).
3. Uniform convergence and W-convergence of nets of functions are equivalent in \( F(X,[0,1]) \).
4. For each metric space \((Y, \rho)\) uniform convergence and W-convergence of nets of functions are equivalent in \( C(X,Y) \).
5. For each metric space \((Y, \rho)\) uniform convergence and W-convergence of nets of functions are equivalent in \( F(X,Y) \).

**Remark 8.40.** In [10] there are shown deeper connections between uniform convergence and Whitney convergence.

**Theorem 8.41.** For a compact topological space \( X \) and metric space \((Y, \rho)\) pointwise convergence and quasi-uniform convergence of nets of functions are equivalent in \( C(X,Y) \).

**Proof.** Let \((Y, \rho)\) be a metric space. It is clear that if a net \( \{f_j : j \in J\} \) from \( C(X,Y) \) is quasi-uniformly convergent to some \( f : X \to Y \) then it is pointwise convergent.

Let a net \( \{f_j : j \in J\} \) from \( C(X,Y) \) be pointwise convergent to some continuous function \( f : X \to Y \). By Theorem 8.21, \( \{f_j : j \in J\} \) is quasi-uniformly convergent to \( f \). \( \square \)

Example 8.17 shows that pointwise convergence and quasi-uniform convergence of sequences of functions are not equivalent in \( F(X,Y) \), even if \( X = Y = [0,1] \).

Similarly, Example 8.18 establishes that almost uniform convergence of sequences does not imply uniform convergence of sequences even in the space \( C([0,1],[0,1]) \). This example shows simultaneously that almost Whitney convergence of sequences does not imply uniform convergence of sequences in \( C([0,1],[0,1]) \).
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