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Abstract

This paper presents a fundamentally improved statement on asymptotic behaviour
of the well-known Gaussian QML estimator of parameters in high-order mixed regres-
sive/autoregressive spatial model. We generalize the approach previously known in the
econometric literature by considerably weakening assumptions on the spatial weight ma-
trix, distribution of the residuals and the parameter space for the spatial autoregressive
parameter. As an example application of our new asymptotic analysis we also give a
statement on the large sample behaviour of a general fixed effects design.
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1 Introduction

Spatial econometrics constitutes an important chapter in the econometric literature. In the
case of cross-sectional and panel data, researchers often have to deal with spatial interactions
which are embodied through spatial autocorrelation, see, e.g. Cliff, A. D. and Ord, J. K.
(1973), Paelinck, J. et. al. (1979), Anselin, L. (1988), and Cressie, N. (1993). Through the
years, applied spatial econometrics attracted attention of researchers in the fields of regional
science, urban and real estate economics. In the past decade, a dynamic development of the
theory of spatial econometrics could also be observed. Importantly, many contributions aimed
at providing rigorous arguments on asymptotic properties of estimators for spatial models.
Our work has been largely motivated by the seminal paper of Lee, L. F. (2004), where
consistency and asymptotic distribution of the Gaussian Quasi-Maximum Likelihood estimators
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for spatial autoregressive models are investigated. In particular, the paper describes conditions
imposed on, inter alia, asymptotic behaviour of the spatial weight matrix and distribution of
the residuals which imply consistency and asymptotic normality of estimates.! Many significant
theoretical studies have already applied the asymptotic theory of Lee, L. F. (2004) in extended
model specifications. Among other things, spatial models with various forms of fixed effects
have been considered. For example, Lee, L. F. and Yu, J. (2010a) develop a QML estimator for
a spatial autoregressive model with time and individual fixed effects. In addition, they suggest
a bias correction for estimates of the error variance. In Lee, L. F. et. al. (2010) a further
extension to a non-balanced panel case is described, together with an application to social
networking models. Furthermore, Shi, W. and Lee, L. F. (2017) consider a QML estimation
scheme of a dynamic spatial panel data model with interactive fixed-effects. The ideas of Lee,
L. F. (2004) have also been used to study model specifications with dynamic dependence of
the explained variable, see e.g. Yu, J. et. al. (2008). Finally, a very recent paper of Qu, X.
and Lee, L. F. (2017) extends the standard asymptotic analysis to the case of dynamic spatial
models with time-varying endogenous spatial weight matrix.

In recent years, high-order spatial autoregressive models have been gaining popularity in
applied spatial econometrics. Therefore, they are also an increasingly interesting subject for
theoretical considerations. For example, Gupta, A. and Robinson, P. (2015) develop a high-
order specification where the number of autoregressive terms grows to infinity and Elhorst,
J. P. et. al. (2012) provide insight on the problem of high-order autoregressive parameter
space definition. Also, alternative estimation procedures for high-order models have been
investigated. Most notably, Han, X. et. al. (2017) exercise the Bayesian approach. Badinger,
H. and Egger, P. (2013), in turn, refine GMM estimation of spatial high-order error component
models. Moreover, recently Li, K. (2017) studies impulse response analysis in the case of fixed
effects dynamic high-order spatial panel models, using the standard asymptotic analysis.

The large sample analyses presented in the papers based on Lee, L. F. (2004) inherit some
of the limitations of the original argument. In particular, the set of possible spatial weight
matrices is restricted to those which are row and column summable.? Unfortunately, this
prerequisite excludes from theoretical considerations some of the spatial interaction patterns in
which the number of spatial units influenced by any given unit grows to infinity. In particular,
under infill asymptotics, if spatial units are assumed to interact with other units within a given
distance, then the number of non-zero elements in a row or column of the spatial weight matrix
grows with the sample size. Similarly, if the increasing domain asymptotics is considered,
then certain spatial weight matrices based on inverted distance also lead to non-summable
interaction patterns.® Moreover, in cases where the original specification is transformed, e.g.
by linear filtering or demeaning, it is necessary to ensure that the applied transformation
preserves the summability of rows and columns of the spatial weight matrix. As a result, this
requirement narrows the class of possible transformations of the model.* Furthermore, the
standard approach stipulates for the components of the model residuals to be independent

'For the purpose of the present paper we will refer to the asymptotic theory presented therein as the standard
asymptotic analysis.

2See Assumption 5 in Lee, L. F. (2004). Moreover, the inverse spatial difference operator (A~! =
(I—AW)™ ") is also required to be row and column summable for each possible value of the spatial autore-
gressive parameter \.

3An example of a spatial weight matrix which describes an interaction pattern not covered by the standard
analysis of Lee, L. F. (2004) is given in Section 2.6.

4An example of a theoretical argument which would not be possible under the standard asymptotic analysis
is presented in Section 3. Somewhat similar situation can be observed in Lee, L. F. and Yu, J. (2013), where a
transformation of spatial weight matrix is introduced to eliminate its near unit root eigenvalues. The analysis
could be more general and the assumptions made therein could be simpler and less restrictive if our improved
asymptotic analysis were employed.
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identically distributed. Also, the existence of high-order moments (higher than four) for the
distribution is required. Likewise, as will be shown in the present paper, these prerequisites
unnecessarily reduce the usability of the QML estimation scheme.

The standard asymptotic analysis of the Gaussian QML estimators requires the true value
of the spatial autoregressive parameter A = (\;);<4 to lie within the interior of its parameter
space. In many applications this prerequisite on its own is not overly restrictive. In practice,
the space is assumed to be the interior of a compact subset of the pre-image of [0, 1) under the
continuous map R% 3 \ + || ijl A;iWilo, where W; are the spatial weight matrices and ||-||o is
an arbitrary matrix norm. However, it is still beneficial to search for asymptotic theories which
alleviate such restrictions. Firstly, they could allow one to consider more flexible definitions
of the parameter space, see Elhorst, J. P. et. al. (2012) for a pioneering approach. Secondly,
under model specifications in which further restrictions on elements of A are imposed, such
theories could provide immediate implications on the consistency and asymptotic distribution
of QML estimates.

Therefore, the aim of this paper is to present a refined asymptotic analysis of the Gaussian
QML estimator for high-order spatial autoregressive models. Our argument, as compared to
the standard analysis originating in Lee, L. F. (2004), features the following improvements.

e [t accounts for a larger class of spatial weight matrices, i.e. not necessarily having all rows
and columns absolutely summable As a result, models with a greater amount of spatial
interaction can be considered.

e [t allows for the consideration of a larger class of distributions for the vector of model
residuals. In particular, individual innovations do not have to follow the same distribu-
tion.

e Consistency of the Gaussian QML estimator is proven with minimal assumptions.

e The parameter space for the autoregressive parameter is considered in a fully general
form — it is merely assumed to be compact. The space is not required to be connected,
nor to contain the true parameter as its internal point.

e [t is possible to apply a larger class of transformations to model specification in theoretical
arguments, while preserving the asymptotic properties of the Gaussian QML estimators.

Furthermore, we will present an extension of the general fixed effects model described in Olejnik,
A. and Olejnik, J. (2017). Our approach to elimination of fixed effects from the spatial process
also generalises the approaches of Lee, L. F. and Yu, J. (2010a) and Lee, L. F. et. al. (2010).
As an example of possible applications of our improved analysis, we will develop theorems on
consistency and asymptotic normality of this estimation technique which would not be possible
with the standard approach.

The paper is organized as follows. Section 2.1 introduces the basic notation used throughout
the paper. Section 2.2 describes the Gaussian QML estimator for the high-order spatial au-
toregressive model. Our improved statements on its consistency and asymptotic normality are
presented in Sections 2.3 and 2.4 respectively. Section 2.5 discusses the assumptions adopted
in this paper and compares them with the prerequisites for the standard asymptotic analysis.
Finally, Section 3 develops an estimator for a high-order spatial autoregressive general fixed
effects model, together with an analysis of its large sample behaviour.

2 Improved asymptotic analysis of high-order SAR model

This section presents the foundations of our improved asymptotic analysis. Let us note that
there are two important tools used in the subsequent arguments. The first is a more or less
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standard lemma used for obtaining consistency, namely Lemma 3.1 in Pdétscher, M. B. and
Prucha, I. R. (1997). The second is a new CLT for linear-quadratic forms (our Theorem C.1).
We prove it in Appendix C by the use of an argument based on bounds originally developed
in Bhansali, R. J. et. al. (2007), where a CLT for quadratic forms of i.i.d. vectors is shown.

2.1 Basic notation and the SAR model

Throughout the paper we assume the following natural notation. Let d € N be fixed. Suppose
A, ..., Ay are matrices of the same, arbitrary dimension and let A = (A, ... ,Ad>T be a d
element vector of those matrices. Let A € R4 A = (\q,..., /\d)T. Then, the formula ATA
denotes the matrix Zle A+ A,. Furthermore, if B and C' are arbitrary matrices for which the
products A1 B and C'A; are defined, then we set

ATAB = (ANTA)B and CATA =C (\"A).

Clearly, the newly defined product AT A is associative in a manner that is consistent with the
ordinary product of matrices.

Unless stated differently, vectors, i.e. elements of R™, for some m € N, are m x 1 col-
umn vectors. The symbol ||z for a non-stochastic x € R™ U (R™)", denotes the usual
vector norm (i.e. VaTz or VazT). The same symbol, when used for matrices, denotes
the induced operator norm, i.e. the spectral norm. Namely, for an m; X mo matrix A we
have [|All = sup,egms . 221 [[Az||. Alternatively, ||Al| is the largest singular value of A. We

will also use the matrix norms ||Allp = /tr (ATA) and ||A|lx = max {||A||1,[|Al|s}, with
[All = maxicm, {3272 ]ai;]}, 1Al = [[AT [, A = [asj]ij. The symbol I,,, denotes the identity
matrix of size m x m and n € N always refers to the sample size. Lastly, for any set S, the
symbol [s denotes its indicator function on the implied domain.

Let W,, = (W 1,..., Wn,d)T be a vector of n x n arbitrary matrices.” The high-order SAR
model is described by the following equation

Y, = ANTW,Y, + X,.8 + &, (2.1)

where \ € R? and 3 € R* are model parameters. Furthermore, Y,, is a vector of n observations
on the dependent variable, X, is the matrix of k explanatory variables and ¢, is the error term,
for which the assumptions given below hold. See also Section 2.5 for a detailed discussion.

Assumption 1 Each X,, n € N, is a non-stochastic n x k matrix. Moreover, the matrix
XTX, is invertible and we have

sup |[[n™" - X X,|| < oo and  sup ||n- (X X,) 7| < oo
neN neN

Assumption 2 For each n € N there exists i € N, n = n(n),° for which the vector of
residuals €,, = (€,,;)i<n is of the form ¢,, = E,.&,, where E,, is an n x n non-random matrix with
orthogonal rows of unit norm and &,, = (£,,;)i<x is a random vector with quadruple independent
elements’ satisfying E&,; = 0, E&, ; = ¢°, for some 0* > 0, and sup,, ;E &, ; < 00.®

Finally, the estimated model parameter is 6 = (BT, AT, 0'2>T.

*Typically, in practice, the spatial weight matrices W, ,, r < d, have non-negative elements and zero
diagonals, i.e. Wy, ,;; = 0 for ¢ = j, which facilitates interpretation of model parameters. However, for the
purpose of the argument of Section 3, we deliberately do not assume so.

6That is, 7 is a function of n.

"Namely, for each n € N, any two, three or four elements of (&) are independent.

i<n
8In particular, we have E¢,, = 0 and Ec, e} = 0°I,. Elements of €,, do not need to be pairwise independent,

although, in typical applications it will be assumed that ¢, = &,.

4
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2.2 The Gaussian QML estimator

Let A C R? be the parameter space for the autoregressive parameter \. In order to describe
the Gaussian QML estimation procedure we make the following assumption.

Assumption 3 For every A € A and n € N the matrix A, () =1, — ATW,, is invertible.

Under the assumption of normally distributed innovations (i.e. &, ~ N(0, 0%L,)), it can be
shown that the log-likelihood of @ is

1
In L, () = —g In (20%) + Infdet A, (V)] = 5 [A,(A)Y, = X8 (2.2)

It is generally known that, provided that certain regularity conditions are met, a consistent
estimator can be based on the maximisation of In L,,, even if the model residuals do not follow
normal distribution. In such case 6, = arg max, [In L, ()] is referred to as the Gaussian QML
estimator. A standard approach in obtaining the value for 0, is to first concentrate out the
parameters 3 and o2. That is, substituting

Ba(N) = (XTX,) " XTA,(V)Y,,

G2(A) = 2|AL(N)Y, — X, 8. (N2, (2.3)

which are implied by first order optimality conditions, into (2.2), we get the concentrated

log-likelihood
InL°(\) = —g (In (27 - 62(N)) +1) + In|det A, (A)]. (2.4)
Maximising In LS () with respect to the autoregressive parameter yields A, = arg max, [In LS (\)].

. o . . A\T
Finally, 6,, = (ﬁn()\n)T AL 62 ()\n)> is the QML estimator for 6, which we will denote in short

) n’ n
AT \T 22 T
(TL’ATL7O-7L> N

2.3 Consistency of én

Our result on consistency of 0., requires the following boundedness assumption.

Assumption 4 The set A is compact in R?. There exists a universal constant K such that
forallmn e N, A€ A, r=1,...,d the matrix norms ||W,,| and ||A,(A)"!|| do not exceed Kj.

The following Remark 2.1 is a non-trivial implication of Assumption 4. It turns out to be
crucial to our argument. We prove it in Appendix A.

Remark 2.1 If W, and A satisfy Assumptions 3 and 4, then there exists a bounded open
set U C R4, U D A such that A,()) is invertible for each A\ € U and the norms ||A,(\)7!],
|AL(N)|| do not exceed Ky + 1.

Throughout the paper, Uy will denote one fixed set U satisfying the statement of Re-
mark 2.1. The following identification assumption guarantees that the Gaussian QML estima-
tor is able to identify the true value of the spatial autoregressive parameter \.

Assumption 5 For every A;, Ay € A, such that A\; # \g, at least one of the statements (a),
(b) below is satisfied:

(a) liminf, oo Zopy 1A (M) AL (A2) 7 lF > 1,

(b) liminf, . \/LﬁHMX"AR()\l)An(/\g)_anﬁﬂ > 0, for every 3 € R¥,

9Importantly, the set U does not depend on n.
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LT

n

where D,,(A) = |det (A, (M)A, (Ao) ™", My, =1, — X, (XTX,,)

. T
Theorem 2.1. Under Assumptions 1 — 5 the Gaussian QML estimator 0,, = (ﬂT AT Az)

n»’m? n

described in Section 2.2 s consistent.

Proof. Let 6y = (87, ], 00) be the true value of parameter 6. Let S, ()\) = A, (M)A (X))

A € A. Moreover, let Py, denote the projection matrix X, (X X,) Xg and let My, =
I, — Px,.

Let us set R,(A) = 1 InLE(A) + $(In (2m) + 1), for A € A, cf. (2.4). Naturally, maximising
In L is equivalent to maximising R,. Let us define the non-random function R, : Uy — R,
n € N, by the following formula

Ro()) = %m Idet A, (\)] — %m (en(V), (2.5)

0.2
where x,(A) = & | Mx, Su(\) X0 Boll* + 22 [0 (V) .-
Now, we will show that supyc, |Rn(A) — R, (\)| converges to 0 in probability. As

Yn - An(AO)_anﬁo + An()‘(J)_lgm (26)

we have, cf. (2.3),

Go(N) = % |Mx, An(NY,|* = % | Mx, Sn(N) X0 B0 + My, Su(Men|®
= xa(N) +EVA) = PN + P (N),

where

207! (S0 (M) X0 B0) " My, Sn(N)en,
£D(\) = n el S, (\) T Py, Sn(Ney,
n el Su(A) T Su(Nen — n7 1o [1Su (W)l -

The fact that quantities £ (N), ¢ (A) and ¢y (A) converge to 0 in probability, uniformly in A €
A, is a consequence of Lemma B.2 (a), (c) and (b) respectively, with the use of Assumptions 1
and 4. We have y,(\) > %SHSn()\)H% > 02||S,(A)7H|72. Thus, by Assumption 4, y, is
uniformly separated from 0 on A. Lastly, we conclude that

] 52(\) &)+ + 670
2 (Rn(A) = Rn()) = 1In =In (1 t V)

converges in probability to 0, uniformly in A.
Since R, (Ag) = L In|det A,(Xo)| — 2 Inof (cf. (2.5)), we have

1 2 1 2
_ _ oz 1M, S (M) X0 Bol|” + 5 15w (M)][5
2 (Ru(Ao) — Ru(N)) = In 2%
) Idet S, (\)]>"

C 2 - Hsn()‘)H%
> In | — || Mx, Sp(N)XnB0o||? + 2220 ) >
(710'8 || X ( ) 0” ’detSn()\)‘Q/n

10 Also notice that by Assumption 1 we have || X,,| = O(y/n).
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with C' = K *(1+ K supyey [|Al])72 > 0. Indeed, by elementary AM-GM inequality,  [|S,,(A [
|det Sp, (A )|2/ "for A € A. Furthermore, Assumption 5 implies that lim inf,, o, R, (Xo) — Rn(A) >
0, for any A € A.

We will show that (Ag)ner is an identifiably unique sequence of maximisers of R, see Defi-
nition 3.1 in Potscher, M. B. and Prucha, I. R. (1997). To this end, let us assume the contrary.
Then, there is a number € > 0 for which, for some increasing sequence {k(n)},en C N and some
sequence { A, bnen C Ce = {A € A: ||A = Ao > e}, we have lim;, o Rigny(No) — Rigmy(A\n) < 0.
Since C. is closed in compact A, the sequences { A nen and {k(n)}nen € N can be chosen in
such a way that A, — X, for some \ # A. Let

§ = liminf R, (\g) — R,(A\) > 0.
n—oo
According to Remark A.6 and Lemma B.1, all R, are Lipschitz continuous on A with a uniform
constant K. We can choose ny € N such that ||\, — A| < 3 for all m > ng. Finally, the
contradiction follows from the inequality

_ J
0 < lim inf (Rk y(Ao) — Rk ( n) + |Rk(n ( n) = Rim) (/\)|> <3
n—00 3’
Lastly, the convergence ||\, — Ao|| = op(1), follows from Lemma 3.1 in Pétscher, M. B. and

Prucha, I. R. (1997) as, by definition, for each n € N, A, is a maximiser of R,,.
Notice that, by (2.3) and (2.6), we have B,(\,) = By — 4¢P — ¢, where

Cr(zl) = (XEXn)il XnT(S‘n - )‘O)TWTLA"()‘O)_lX”BD’
¢® = (X'x,) " X,

n

¢ = (X1X,) 7 XE (= X0) "Wy (Ao)

From Assumptions 1 and 4, using submultiplicativity of the norm, we have HQ(LDH = O(|| A —
Mol|) = op(1). The convergence HCn | = op(1) can be deduced from Chebyshev inequality, as,
for a constant C, we have (Eq, [|(5])2 < Co2Eg, | An — Xo||?, by Schwartz inequality. Lastly,
|| Var, ¢ | = O(1/n) by Assumption 1. Thus, B, is consistent.

Using (2.3) and consistency of A, and 3, we have

52 0) = {180 (Ao + 08 (1)) i — X, (B -+ 0§ (1)

2
:_HA (A0)Y — X80 — (02X1(1 ))TwnYn—Xnoﬂ’;“u)H .

(o 1(1)) " WY, + X,0p!

o2, by statement (b) of Lemma B.2, we also have plim

2
Similar arguments imply that = ‘ 1)H = op(1). Asplim,_, L|le,|? =
2 2
0-0-

(
& O

n—oo - n

2.4 Asymptotic normality of \/n - 0,

In order to establish the asymptotic distribution of the QML estimator 6,, we need to adopt a
number of additional assumptions. First, however, let us introduce the following definition.

Definition 1. Let = C [[2,; R" be the linear space'' of all sequences (z,)nen, with z, =
(Tni)i<n € R™, n € N, for which max;<, xfm =o(n).

"Naturally, the set [I[Z,R" =R x R? x ... is a vector space when endowed with element-wise addition.
Then, = is its linear subspace.

v
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Assumption 1’ Assumption 1 holds and each column of the matrices X, Wn,rAn()\o)_an Bo,
r < d, is a member of the linear space =.

Assumption 2’ For each n € N the components ¢,,;, 1 < i < n, of the error term are
independent random variables, with Ee,; = 0, Ee2; = 0§ > 0. Moreover, the family of

random variables €% ., n € N, i < n, is uniformly integrable.

n,.?

Assumption 6 Let 0, be the true value of parameter §. For the matrices J,, = — Ey, %%(90)
and Xgs,, = Eg, %Sg S,, where S,, = 813%(90), n € N, the following limits exist: J = lim,,_,o T,

and Ys = lim,, o0 Esm.u Moreover, the matrix J is non-singular.

Theorem 2.2. Let Assumptions 17, 2" and 3 —6 hold and let én be the QML estimator described
in Section 2.2. If, for an orthogonal projection P, we have P%(QN)T = op(\/n), then the

asymptotic distribution of \/HP’J(én — 0y) is multivariate normal with zero mean and variance
PYsP.

Proof. With §,, defined in Assumption 6, straightforward calculation, c.f. Remark A.1, shows
that the consecutive entries of \/iﬁSn are

1 0lnL, 1
ioap = e
LomL,
NIRRT
+ [ggwn,rAn()\O)_lgn - 0-(2) tr (Wn’rAn(Ao)_l)LI;d )7
L oLy iy 1
Vn do? o 2v/nag

We will show that \/LHSE converges in distribution to N(0, Xs)."?

Let a = (aT,bT,c)T € RFFFL where @ € R*, b € RY and ¢ € R. First, assume
that a™Ssa # 0. Then, we can observe that \/LEQTSE is a centred linear-quadratic form

of the residual e,. Namely, \/LﬁaTSg = Q. — EQ,, with Q, = z'e, + el A,e,, where
Ty = ﬁ;gg (Xna+ "W, A (Xo) ' X, 60) and A, = ﬁ%,g (ﬁln + bTWnAn()\O)A)- Note that
by Assumptions 1’ and 6 we have max<, 25, ; = o(1), | An||> = O (1/n), [|lz.[1* +[| Anllf = O(1);
and, using Assumption 6, we have lim,, ., Var \/iﬁaTSE > (0. Thus, Theorem C.1 can be used to

ny

( [0 War A (Xo) ™ X, Bo] Egd

(enen —noy) .

deduce that inozTSE converges in distribution to N(O7 aTZsa). In the case when aTYsa = 0,
the convergence holds trivially.

Let (Q, F,P) be the probability space on which ¢,, n € N, are defined. Let 7 be the
open set considered in Remark A.4 and let B* be an open ball centred at )\, contained

entirely in Uy. Set Uy, = 7N (R? x B x (0, +00)). Also denote J, = —2&mLu(g;) and
M7 = supj., |22 La ()| 14 By Theorem 2.1 we have [|0, — 6o|| = op(1), Remark A.4 yields

sup,ey Eo, M < oo and by Remark A.3 it follows that P({detJ, = 0}) = o(1) and ||J;!|| =

12By Remark A.1, for each n € N, the derivative can be properly defined on the universal open set Uy D A.
The pseudo-score S, is treated as a row vector.

13Naturally, it is not sufficient to establish asymptotic normality of the above formulae, c.f. Lee, L. F. (2004).
Our argument follows by considering two cases and makes use of the standard Cramér-Wald theorem (see e.g.
Billingsley, P. (1995)).

4The symbol || - || the natural induced operator norm. However, as the matrix is of finite dimension, all
norms are equivalent, so bounds for M, differ only by a factor. Also notice that M, is measurable, c.f. Remark
A4,
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Op(1). Thus, we can conclude that for the sets
0, = {én e UQO} N {detﬁn 20 and M7\ 34116, — 60| < 1},

we have lim,, ., P(Q2,,) = 1.
For any w € €Q,,, by the Taylor expansion theorem, see e.g. Theorem 107 in Hajek, P. and

Johanis, M. (2014), applied for the function f, ,(0) = \}ﬁalnL" (6,w)" in @ = 6 we have

fw,n<>—785 3o+ (V0 = 60)) + Ru(0), 0 € Uy,

where R, is the expansion remainder satisfying

1 ~
IRW(O)] < 5 sup [ fZ.O)]] - 116 = 6ol

QEUQO

Substituting § = 6, (w) we obtain

S+ (il = 00)) = S=8T = fun(f) + Ra(6n) (2.7)

and

1
\/_
v

1Ra(6)]] < 16— boll®. (2.8)

With a,, = J,\/1 (én — «90> and b, = \/LEST fon(8 n) the crucial observation is that ||a,| <
2|b,|| on the sets €,. Indeed, otherwise we would have
[lan]] < 2flanll = 2[|bn[] < 2[|an — bull < 2[Rn(6)]]
< My l|35 10n = Goll - [lanll < flanll. (2.9)
Finally, by (2.8) and Remark A.5, we conclude that

-

Thus, by (2.7), PI./n (én — 90> = \%PSE%—OP(U. Using Remark A3, the desired convergence
in distribution follows. ]

Note that under the assumption that Ao € Intga A we have 213L= (6,) = op(1). Thus, as a

special case of Theorem 2.2, we immediately obtain the following generalization of Theorem
3.2 in Lee, L. F. (2004).

Theorem 2.3. Under Assumptions 1°, 2" and 3 — 6, for the QML estimator 0, described
in Section 2.2, the asymptotic distribution of \/n - (én — 0y) is multivariate normal with zero
mean and variance J-*XsI™L. Furthermore, if the error term is normally distributed, then the
limiting distribution is N(0,J71).

Additionally, Theorem 2.2 has further useful implications. Firstly, the case of the parameter
space A locally having an empty interior can be considered. Secondly, we can address the
question of the asymptotic distribution'® of 0,, when the true value of X lies strictly on the
boundary of A. The following Assumptions 7a and 7b suggest how the projection P can be
chosen in two, somewhat simplified, yet illustrative cases.

15Let us note that although Theorem 2.2 does not explicitly provide asymptotic distribution of \/n(f, — 6)
itself, inferences can be based on the distributions of coordinates of /n(PJ)TPJ(6,, — ). Here, + denotes the
Moore-Penrose pseudo-inverse.
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Assumption 7a Let )y be the true value of parameter A\. There exist an orthogonal projec-
tion P, in R% and a number ¢ > 0 for which

BN (A = Xg) = B. Nrange (P,),

with B. = {\ € R%: ||| < e}

Assumption 7b Let A\ be the true value of parameter . There exist a vector p € R? and
a number € > 0 for which

N(A—X) =B.N{Xe R pTA >0},

with Be = {A € R?: ||| < e}. Weset P, = 1; — p(pTp)~'p".

Remark 2.2 Under Assumption 7a we have P, il (6,)T = op(1), with P, = I, ® P, ® ;.16
0

Similarly, under Assumption 7b we have Pbaln L (9n)T = op(1), with P,=0L®P, L.

Proof. First, let Assumption 7b hold. Assume An € Be. It is enough to consider two cases.
If pTA\, > 0, then A, lies in the interior of A, thus alnL" (6,)" = 0. If pTA, = 0, then 6,

maximises In L, (), 3,02) subject to p™A = 0, thus Pbalg(f” (6,)T = 0. In any case we have
Py, 2L (4,)T = op(1).

20 R
Similarly, under Assumption 7a, 0, maximises In L,(\, 8,0%), subject to P,A = A, whenever
An € B.. This implies that P, 61‘1L” (0,) = op(1). O

A natural extension of this argument allows the consideration of a continuously differentiable
function F' for which the equation F'(A\) = 0 defines the parameter space A. In such case,
Assumption 7b can be used through the Lagrange multipliers theorem. For example, assume
that F'(\g) # 0 and set py = F'(A\)T € R, for any A € A. Then we can set P = P, in
Theorem 2.2, with Py = I & (I; — [|pall 'paps) @ ;. Similarly, if A is a closure of some
sufficiently regular open subset of R? and )¢ lies on the boundary of A, then Assumption 7b
can be used by approximating p with a vector orthogonal to A at \yg. More precisely, define
px € R? to be a non-zero vector orthogonal to the hyperplane tangent to A at A € A\ Int A.
In either case, the crucial observation is that HPalnL"( WIS P =Py I -| 81’“L"( n)| +op(1).

Finally, Remark A.5 and continuity of A — P, yield the convergence Palg(f" (6,) = op(1).

2.5 Discussion of the adopted assumptions

This section discusses the assumptions adopted in Sections 2.1-2.4. They will be considered in
order of appearance, thus we first turn to Assumption 1.

In this paper it is assumed that the matrix of explanatory variables is non-stochastic.
Nonetheless, some extensions to allow X,, to be random are possible. Let (Q, F,[P) be the
probability space on which €,,, n € N; are defined. One possible idea, which we briefly outline, is
to ensure that for each n € N the requirements imposed on X, are satisfied on a set A,, such that
P2\ A,) = o(1). If we further suppose that assumptions made on €, are satisfied conditionally
on X,,'” then our theory implies that the Gaussian QML estimator én, described in Section

2.2, is consistent. Indeed, by Theorem 2.1 we have lim,,_,, P ||én — || > 0| Xn] = 0 almost

surely, for any 6 > 0. Then, by Lebesgue’s dominated convergence theorem 0, is consistent.

16The symbol @ denotes the matrix direct sum, i.e. A @ B is the block diagonal matrix with consecutive
blocks A, B.

1"n particular, E e, | X,,] = 0 and E [anaz | Xn] = ¢21,,. Also note that X,, does not need to be independent
of &, cf. Assumption E2 in Shi, W. and Lee, L. F. (2017).

10
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However, establishing asymptotic distribution of 0, is, in general, possible only conditionally
on X,,.

Let us note that Assumption 1, used for the consistency argument, does not require the
sequence %XE X, to be convergent. Instead, our reasoning stipulates that this sequence is
merely bounded. This does not imply that elements of X, should be bounded in absolute
value, as it is explicitly assumed in e.g. Lee, L. F. (2004) or Lee, L. F. and Yu, J. (2010a).
The necessity of non-singularity of (Xan) is straightforward, as regressors should not be
correlated. Furthermore, it is also natural to require that the regressor values are “not too
small” asymptotically, so that they can provide a sufficient amount of information about the
slope parameter in the model. Note that our assumption that |[(XX,)™|| = O(2) is not
far from the well-known condition necessary for consistency of OLS estimator for non-spatial
regression, i.e. [[(X1X,)™ | = o(1).

For the sake of simplicity of presentation, Assumption 2 stipulates for a homoskedastic
error term. However, in the case of heteroskedastic innovations, similar results can be obtained
by applying a variance normalising transformation. See also Liu S. F. and Yang Z. (2015),
where an idea for handling some types of unknown heteroskedasticity in QML estimation is
presented. Note that elements of the error term do not need to be identically distributed nor
fully independent. However, the error term is required to be a projected unitary transformation
of a vector of quadruple independent variables, thus, in general, its components are merely
uncorrelated. The distinction between independence and absence of correlation is all the more
relevant as the innovations are not assumed to be Gaussian.

Interpretation of Assumption 3 is straightforward. The invertibility of the spatial difference
operator A, (\) allows one to find the closed form of the spatial lag model (2.1) with respect to
the dependant variable. This, among other things, facilitates interpretation of model parame-
ters, in particular, by the use of direct and indirect effects, as defined in Le Sage, J. and Pace,
R. K. (2009), page 74.

Assumption 4 spells out two important boundedness requirements. Firstly, it stipulates for
the parameter space A to be a compact subset of R%. Note that the space does not have to be
connected nor have a dense interior. This implies that our analysis provides better grounds for
specifications of A in which singularity points of A(\) are geometrically avoided. Moreover, let
us consider a situation in which the model specification includes a restriction, possibly non-
linear, on regressive parameters Ay, . .., Ag, given by an equation of the form F'(Aq,...,\g) =0,
for some function F': A — R. Such restriction is naturally equivalent to limiting the parameter
space to the set of roots of F', which typically is a (d — 1)-dimensional hypersurface embedded
in A. The arguments of the standard asymptotic analysis are null in this setting, as they
require the true value Ay = (\),...,\J) to be an internal point of A. That is, A\g € Intga A,
however Intga A = (), c.f. Lee, L. F. (2004) or Li, K. (2017). Our theorems, on the other hand,
immediately imply that the Gaussian QML estimator for those models is consistent. With
some additional provisions, it is also asymptotically normal.

Secondly, Assumption 4 gives the crucial condition imposed on the spatial weight matrix
W, = W,1,..., Wn7d>T in order to make it eligible for our asymptotic analysis. This paper
stipulates that the following set of matrices W, ., r < d, A,(A\)™', A € A, is bounded in the
spectral norm, rather than Kelejian’s norm'® || - ||k = max{|| - ||, || - [|oo}- Let us note that
any set of square matrices which is bounded in || - ||g-norm is also bounded in the spectral
norm, as follows from Theorem C.2. That is to say, the asymptotic theory presented in this
paper is indeed a generalization of the theory initiated in Lee, L. F. (2004). Moreover, it
is also a proper generalization. To justify this statement it is enough to construct a spatial
weight matrix W, n € N, for which sup,,cy ||W,| < oo and sup,,oy |[|Wallx = oco. It is quite

18We use this name to indicate the norm’s central role in the CLT by Kelejian, H. H. and Prucha, I. R.
(2001).
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straightforward to give an example of such a matrix, by ensuring non-summability of one of
its columns. A construction of a non-summable spatial weight matrix which cannot be easily
fixed by eliminating a finite number of spatial units, is presented in Section 2.6.

Assumption 5 spells out the conditions imposed on spatial weight matrix W,, used to obtain
consistency of the Gaussian QML estimator 0,. It should be noted that this assumption is
generally stronger than mere identification of A. In fact, it implies that the Gaussian log-
likelihood (2.2), (2.4) is asymptotically able to discriminate between different values of A. In
other words, Assumption 5 ensures that there is enough information in the observed process
to decrease the estimate uncertainty for én, with increasing n. The distinction between the
statements (a) and (b) reflects the fact that this information can come from either the spatial
autocorrelation of Y,, or via the accumulated spatial lag of regressors.

Assumption 17 extends Assumption 1 with requirements necessary for obtaining limiting

distribution of the deviation d, = \/n (én — 90). Intuitively, the limiting distribution can

be normal, regardless of the original distribution of ¢, only when none of the observations
within matrices X,, and W, A, (X)) ' X080, r < d, makes an overwhelming contribution to
the estimate of the corresponding slope coefficient. Let us note that this assumption is also
necessary in the simple case of non-spatial least squares regression. Although implicitly, this
assumption is also present in Lee, L. F. (2004) and Lee, L. F. and Yu, J. (2010a), as it is a
consequence of other assumptions adopted therein (in particular, boundedness of elements of
Xn).

It is known that for derivation of asymptotic distribution of d,, the conditions expressed
in Assumption 2 are not sufficient, see for example Pruss, A. R. (1998). Therefore, in our
Assumption 2" we adopt the standard econometric postulate that the innovations are stochas-
tically independent within samples. Note that we still do not assume that the elements of
the error term follow the same distribution. Instead, we impose the requirement of uniform
integrability of the fourth powers of all components of the error terms.

Assumption 6 spells out the necessary conditions for existence of the limiting distribution
variance. Note that for consistency of 0, the sequences (Jp)nen, (Xsn)neny do not need to
converge, let alone their limits be invertible. The requirement of invertibility of the matrix J
could be relaxed. However, with the present argument, it is possible to obtain only partial
results on asymptotic distribution of d,,. An approach to the problem of singularity of J which
considers various convergence rates has been described in Lee, L. F. (2004).

2.6 Novel spatial interaction patterns — an example

In this section we formally show that the class of spatial weight matrices covered by our asymp-
totic analysis is a proper superset of the class of matrices absolutely summable in rows and
columns. Indeed, in view of Theorem C.2, boundedness in || - ||k norm implies boundedness in
the spectral norm. Below, we construct an example of a row-standardized spatial weight matrix
W,, which is bounded in the spectral norm and in which no column is absolutely summable.
Since a row-standardized matrix is naturally bounded in row sums, our construction relies on
its column sums being unbounded. As a result, the spatial interaction pattern described by
our matrix allows spatial units to influence a possibly unbounded number of neighbours.' To
maintain simplicity of the argument we allow each spatial unit to be itself affected by a limited
number of units.
Let us define sets By = {2}, B, = {3,4}, B3 = {5,6, 7} and further By, = {max Bj,_1 + I}, ,,,

for k > 4. Clearly, sets By, k > 1, are mutually disjoint and |J;~, By = N\ {1}. Thus,

19We should note that a modification to our construction is possible to make each spatial unit influence only
a finite number of neighbours.
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each number i > 2 uniquely determines a pair (k(),[(i)) defined by ¢ € By and (i) =
i — min By + 1. In other words, [(4) is the ordinal number of ¢ in the increasing sequence of
elements of By;). Note that ¢ > [(7), for any ¢ > 2. Let us define an infinite matrix W with all

elements equal to zero except for WLQ =1 and VT/“(@ = ﬁ, Wi,z’ﬂ =1- ﬁ, for all 7 > 2.

Firstly, no column of W is absolutely summable. To justify this fact observe that if j > 1 is
a column number and k > j, then there exists an i € By such that j = (i) and W;; = =. Thus
S Wy > > ee; 7 = 00. Secondly, W] <1+ 75”0 Indeed, with WU = [Wij]I{Kj}LKn and
Wl = [ﬁfijﬂ{i>]~}] ~_wecan write W = WY + WT. Then, we have |[WY| < [|[WV|k = 1, as

,)5Nn
an indirect consequence Theorem C.2. Next, let us denote the columns of W with cj, 3> 1.
The vectors ¢; € I, are orthogonal, as for each ¢;, the set of indices of its non-zero elements
is I7'({j}), and those sets are mutually disjoint for j > 0. Moreover, [|c;[|* = > & < %2.
For any = € [, by Bessel’s inequality, we have |[(W")Tz|]? = dosilefz* < = ||z||?. Since
W = [[(W™)T]), this yields [|[W*]| < Z.

Finally, we will define the matrix W, = [W,,.i;]ij<n, n € N. Namely, let us set W,.;; = Wi,
for i, j < n, with the exception of W, ,—1 = 1 — k(ln). Notice that ||[IV,]| < HWH +1. Moreover,
for n > 4 the matrix W,, is row-standardized. Indeed, we have Z?Zl Wi = Wie =1 and for
any 2 <1 < n we have Z?Zl Whij = ﬁ +1-— ﬁ = 1. This implies that the non-singularity
set for all A,(N\) =1, — AW, n € N, is non-trivial, as it contains, at least, the interval (—1,1).

We anticipate that spatial interaction patterns which are not necessarily absolutely summable
will be particularly useful in the case of the infill asymptotics, where spatial interaction with
asymptotically increasing number of neighbours is more natural. However, an application to
the case of increasing domain asymptotics is also possible. In particular, the argument of this
section may be related to a class of inverted distance spatial weight matrices, as it relies on the
divergence of the harmonic series Y -, % Assume that the strength of the potential interaction
of units ¢ and j is proportional to dist (,7) ', for some v > 0. Let N(j,0) denote the number
of neighbours ¢ influenced by unit j such that dist (i,7) ~ 6. When N(j,d) > const - 6771,
the columns sum for region j in the implied spatial weight matrix is asymptotically at least
limg_, o0 f(f N(j, 5)5_7 dé = co. Thus, the standard asymptotic analysis of Lee, L. F. (2004) can-
not be applied. However, if, at the same time N(j,d) = O(§27717), for some ¢ > 0, then this
interaction pattern may still lead to a spatial weight matrix which is bounded in the spectral
norm, as lims f(f N(5,0)(677)2db < oo.

3 Application to higher-order general fixed effects model

3.1 The elimination technique

This section provides a theoretical illustration of the utility of our improved asymptotic anal-
ysis. First, we describe a new fixed effect elimination scheme for the high-order SAR model.
Then, from the theorems of Section 2, we derive statements on the large sample behaviour of
the resulting QML estimator. We should note that in simple cases of constant number of fixed
effect dummies that distinguish non-overlapping groups of observations, a consistent, asymp-
totically normal QML estimator can be obtained by concentrating out the nuisance parameters.
However, in general case a careful approach is necessary. The argument presented below gener-

208pectral (induced) norm is also defined for infinite matrices, which are understood as operators on Iy — the
Hilbert space of all square summable infinite sequences, equipped with the natural inner product, i.e. the sum
of products of corresponding coordinates.

13



Improved asymptotic analysis Working Paper

alises that developed in Olejnik, A. and Olejnik, J. (2017) and also extends the ideas for fixed
effect elimination described in Lee, L. F. and Yu, J. (2010a,b) and Lee, L. F. et. al. (2010). In
those papers the asymptotic analysis of QML estimators relies on the fact that the demeaning
operator matrix is row and column absolutely summable. By using the virtues of our improved
analysis we are able to account for a wider class of demeaning operators. Namely, we consider
model transformations which are bounded in the spectral norm, rather than in the || - ||x-norm;
and any non-zero projection matrix has unit spectral norm. We also make use of the fact that
the requirements expressed in our Assumption 4, unlike in the standard analysis of Lee, L. F.
(2004), are invariant under unitary transformations of the spatial weight matrix.

Let us consider a modified version of the SAR model specification (2.1) in which an addi-
tional term of fixed effects is introduced. Namely, we now turn to the following specification

Y, = \TW,.Y, + X,.0 + ®ppu + e, (3.1)

where ¢, satisfies Assumption 2’, the term ®, is a matrix of k fixed effects and p € R”
is the corresponding vector parameter. The number of columns in &, is allowed to change
with sample size i.e. k& = k(n). Although in typical applications the columns of ®, are
dummy variables distinguishing non-overlapping groups of observations, here, no such formal
requirement is imposed.?! In applied spatial econometrics it is common to eliminate fixed
effects by means of the demeaning procedure, see e.g. Elhorst, J. P. (2014). This approach can
be understood as a simple projection on the space spanned by the columns of ®,,, thus, it is
closely related to the famous Frisch-Waugh theorem, see Baltagi, B. H. (2005). Our technique
extends this idea in two crucial aspects. Firstly, the fixed effect term is eliminated together
with its higher-order spatial lags. Secondly, the transformed model is further projected onto a
lower dimensional space,? in order to avoid the concerns regarding singularity of the resulting
variance, as expressed in Anselin, L. et. al. (2006), page 641.

Let IC, = K, (®,,) C R™ be the Krylov subspace generated by iterating W, on the columns
of the matrix ®,. That is, IC,, is the smallest subspace H C R" satisfying ®,a € H, for any
a € R* and W,,,h € H, for any h € H, r < d. In still other words, K,, is the smallest W,-
invariant subspace containing columns of ®,,. Our idea is to filter out those vector components
of both Y, and X, which lie in K,. Under the assumption that the Krylov space K, is
sufficiently small or, equivalently, its orthogonal complement K- is sufficiently rich, we can

obtain a consistent QML estimator of § = (57, A7, 0'2)T.

Let n, = n—dim IC,, and fix an n, x n matrix F = F,, whose rows form an orthonormal basis
of K. Tt is easy to observe that F'F is the projection onto K- and FF' = 1,,.. Moreover, we
have ||F|| = 1, whenever n, > 0.

Note that, by definition, FK, = {0} and, in particular, F®, = 0. Moreover, as I, — FTF
projects onto IC,,, we have

FA'W,, (I, = F'F) =0, for any A € R%. (3.2)

Denote Y, = FY,,, X} = FX,, and € = Fe,,. Transforming the specification (3.1), by using
(3.2), we obtain
Y*=FY, =F\X'W,Y + FX,,3 +F®,u + Fe,
=F\'"W,F'FY + FX,5 + Fe,
= N"WEY + X368 + €, (3.3)

21Columns of ®,, are allowed to be arbitrary vectors, as long as the relevant assumptions of this section hold.
In particular, the groups of observations implied by the fixed effects design are allowed to overlap.

22This is very similar to the approach of Lee, L. F. and Yu, J. (2010a), therein referred to as the Helmert
transformation.
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where Wy = (W ) _ with Wy =FW, , FT, r <d
It is easy to observe that ¥ satisfies Assumption 2 with ¢* substituted for &, and &,

replaced with present ¢,. The crucial observation, however, is that Assumptions 3 and 4 are
satisfied when W7 is substituted for W,,. Indeed, note that with A*(\) = I,,, — A\TW* we
have A% (MNF (I, — )\TWn)fl FT = 1,,, by (3.2). Thus, A%()\) is invertible and A*(\)~™! =
F (I, — )\TWn)fl F'. Lastly, observe that [|[W; || < [|[W,,.||, for each r < d, and [[A} (X)7 <
1A, (A)7Y|, for every A € A.

In order to ensure proper identification of parameters in the transformed specification (3.3)
we adopt the following assumptions.

Assumption 1® The matrix (X?)TX* is invertible and we have

et (X0)TXG

sup | <oo and sup ||n.- (X)TX0)7| < oo

neN neN

Assumption 5& For every A, \y € A, such that A\; # Ay, at least one of the statements (a),
(b) below is satisfied:

1A (ADAL (A2) " Hlr > 1,

(a) lim infn_wo m

(b) liminf, . \/%HMX;«LA;*L()\l)A;(/\Q)—lX;ﬁH > 0, for every 3 € R¥,

where DX (X) = |det (A% (A)AZ (M)~ 1)
Assumption 7® We have lim,, .., n, = oo.

Finally, we can apply the construction of the Gaussian QML estimator from Section 2.2 to
the model specification 3.3. Namely, let us set 8 = 85(\}) and 62* = 02*(\*), where

BN = (X)TXE) T (XHTALNY,

1 .
on (N) = =AY = XIBIF, A €A,

n

and \* is a maximiser of In [det A% (\)| — 2 In (62%(\)) over A € A. Note, that under normality

of the original ¢,, the estimators 5\;‘“ 3% and 62 are exact ML estimators. That is to say, they
maximize the Gaussian log-likelihood function for 6 given Y, and X, i.e.

* 1
log L (6) = —% In (270%) + In |det AL (V)] = 5 1AL )Yy = X8 (3.4)

3.2 Results on the asymptotic behaviour

The following result is an immediate consequence of Theorem 2.1 applied to the transformed
specification (3.3).

Theorem 3.1. Under Assumptions 2’, 3, 4, 10, 5& and 7P the QML estimators 5\;, B,*L and

62* are consistent estimators of X\, B and o respectively.

Establishing asymptotic normality of the quantity ,/n, (é;‘L — (90> requires a slightly more
delicate argument than the mere application of Theorem 2.3. The main difficulty is that the
components of Fe, do not have to be independent, even if the original ¢,, is, unless normality
of the error term is assumed, c.f. the proof of Theorem 2 in Lee, L. F. and Yu, J. (2010a).
However, using the virtues of the improved asymptotic analysis, this goal can also be achieved
by a straightforward argument.
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Assumption 1’®  Assumption 1® holds and each column of the matrices F* X}, FTWy A* (X)X B,

r < d, is a member of the linear space Z* C [[°_, R", with Z* = {(a:n)neN: Tp = (Tn,i)i<n and max,,; xfm =

Assumption 6® Let 00 be the true value of parameter § = (57, /\T,az)T in specification

(3.1). For the matrices 7 = — E,, & (;ZQL (0o) and Ysen = Eg, (S5)TSy, where SF = alnL 2 (6y),

n € N, the following hmlts exist: J* = limy,_,oo — =T and Yo = limy, oo %ZS*,W Moreover the
matrix J* is non-singular.

Theorem 3.2. Under Assumptions 1'®, 27, 3, 4, 5&, 6 and 7P for the QML estimator
A~ ~ ~ T A~
0 = ()\*T .- &2*> described in Section 3.1, the asymptotic distribution of \/ny - (0, — 6p) is

n J’'n

the multivariate normal distribution with zero mean and variance (J*) ' ¥ g (T*)71.

Proof. The proof relies on the very same argument (with L, substituted for L) as the proof
of Theorem 2.2, up to the point where our CLT is used to deduce asymptotic normality

of the linear-quadratic form \/%S*a = Q, - EQ,, With a as previously, Q, = xlef +

(e)TA,er = 2¥Fe, + (e,)'FT A, Fe,,, where z,, = WU (Xza+ b"Wi A% (X)X B) and
A, = ﬁ (LI + bTW*A*(AO)A). Note that by Assumptions 1'® and 4 we have (\/n, -

FT2,)nen € 2%, |[FTAF||? = O (1/n,), |[FTx,||* = O(1), |[FTA,F||2 = O(1) and by Assump-
tion 6@ we have lim,,_,, Var —n*S*(x =a Y. If aT¥g-a > 0 then Theorem C.1 can be used
to deduce that \/%S*oz converges in distribution to N(O, aTES*a).

The rest of the proof proceeds by exactly the same argument as Theorem 2.2 with P =
Tetdr- U

3.3 Relation to the ordinary demeaning procedure

The fixed effect elimination approach described in Section 3.1 can be reformulated to use the
classical demeaning operator My = FTF rather than the F matrix itself. Firstly, let us denote
Yi=F'y: X! =FTX* and W] = <FTW;7TF>r<d. Transforming the log-likelihood function
n (3.4) we obtain -

log L}(6) = = In (270%) + In [pdet (M — A\TWY)|
- % v, = ATWI - XT5|", (3.5)

where pdet(A) denotes pseudo-determinant, i.e. the product of all non-zero singular values of
matrix A. The function in (3.5) is a proper Gaussian log-likelihood of 8, given Y,! = MyY,, and
X! = MxX,, with respect to n,-dimensional Lebesgue measure on K*. Furthermore, notice
that My = Py. is an identity on the space K1, thus Al (\) = Mx — ATW/ is a proper spatial
difference operator on K*. Numerically, values of LI in (3.5) and L* in (3.4) are the same,
however, an advantage of using LI is that not only ¥/ and X! but also the matrix W] does
not depend on a particular choice of F.
By the determinant formula for block matrices we have

det Ay (A) = det ([ E ] AN [FT,ET})

= det (FA,(A)FT) - det (EA,(AE™)
= pdet (Al (X)) - det (EA,(MET),

where E is a matrix of orthonormal columns spanning IC. Thus, given the value of det A, (\),
computation of the value of pdet (Af (X)) in (3.5) amounts to evaluation of the numerical value
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of the determinant of dim K x dim K matrix EA, ET. Lastly, Theorems 3.1 and 3.2 imply that
maximising L! with respect to § gives consistent, asymptotically normal estimates.

For some specifications the value of det (EA,(A\)ET) can be found analytically. This is
true, for example, in two special cases: spatial fixed effects and time fixed effects, as considered
in Lee, L. F. and Yu, J. (2010a). In paricular, in a balanced panel setting, with n = N - T,
a time invariant vector of matrices W,, = Wy ® I and a usual matrix ®,, of spatial unit
dummy variables, the space span(®,,) is already W ,-invariant. Thus we have K = span(®,,).
Finally, it can be also observed that det (EA,(A)ET) = det (Iy — ATWy). Similarly, if the
matrices in W,, are additionally row-normalized and the matrix ®,, incorporates both time
and spatial fixed effects, we have det (EA,(AET) = (1=, A)" !t det (Iy — ATWy ), with
A = (Ar)r<d. Moreover, we note that in the case of time fixed effects specification, it can be
shown that det (EA,(MET) = (1 -3 _ A\)7.

We’ll briefly take a closer look at the individual fixed effect case. A standard approach to
ML estimation is to maximise the ordinary log-likelihood with Y, and X,, replaced with Y
and X, i.e. to maximise the expression

2
)

n 1
— 5 (2m0?) + In |det A, (N)] — 53 |Y,F — ATWI — XT3 (3.6)

as described in e.g. Elhorst, J. P. (2014), Section 3.1.1. Note that for the spatial fixed effects
T-—1

specification we have n, = NT — N and pdet (Af()\)) = det A,(\) T . By concentrating out
both 3 and ¢? from (3.5) and (3.6), we can observe that both expressions give the same value
for maximisers in variables A and 3. However, the QML estimate of o from (3.5) is TT1 times
larger than that maximising (3.6). This readily implies a multiplicative bias correction for the
standard approach estimate of 0. Furthermore, Theorem 3.2 implies that, up to the factor, the
estimates are also asymptotically normal. This bias correction has been originally suggested
in Lee, L. F. and Yu, J. (2010a). However, their proof of the asymptotic normality relies on
a false statement concerning the Taylor expansion of the gradient of the log-likelihood. Our
Theorem 3.1 may be the first to formally prove validity of their result, by yielding it as its
special case.??

4 Conclusions

In this paper we have introduced an improved analysis of the asymptotic behaviour of the
well known Gaussian QML estimator for higher-order SAR models. Among other things, our
approach allows one to consider a wider range of distributions for the vector of innovations. In
particular, weaker conditions on the existence of moments are imposed and, as a result, heavier
tailed distributions may be considered. Moreover, elements of the error term do not need to be
identically distributed as long as their excess kurtosis is uniformly bounded, see Assumptions 2
and 2’ for precise formulation. Furthermore, we have addressed the problem of the estimator’s
consistency and asymptotic distribution under the general form of the parameter space for the
autoregressive parameter.

We have argued that our asymptotic analysis covers a fundamentally larger class spatial
weight matrices in model specification. Importantly, this makes it possible to account for
spatial interaction patterns with larger amount of spatial dependence. Additionally, as has
been demonstrated by the sample application in Section 3, our approach also amplifies the
theoretical usability of the asymptotic analysis. In particular, it extends the set of possible

23We should note that an adaptation of our reasoning to the case of a SAR model with a spatially autocor-
related error term should not pose excessive difficulty. However, to retain simplicity of the argument, we focus
on the specification (2.1).
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model transformations that can be applied to the original model specification, without violating
the crucial boundedness requirement expressed in Assumption 4. As an example, we have
developed statements on large sample behaviour of QML estimates under higher-order SAR
general fixed effect specifications. Those results would not be possible without the virtues of
our improved asymptotic analysis.

We believe that the large sample analyses of Gaussian QML estimators based on the original
ideas in Lee, L. F. (2004), could benefit from applying our improved theorems, either directly
or with minor modifications. Furthermore, similar ideas, in particular our Theorem C.1, can be
used to reconsider large sample statements on estimators other than QML, for example GMM
or 2SLS, see Lee, L. F. (2007), Lee, L. F. and Liu, X. (2010) and Lee, L. F. and Yu, J. (2014).
We should also mention that we have made every effort to keep our reasoning mathematically
rigorous. As a result, we have avoided some of the oversights present in the argument of the
standard analysis. For example, we properly derive the asymptotic distribution based on the
Cramér-Wald theorem. Moreover, our proof does not rely on the existence of the Lagrange
remainder in the Taylor expansion theorem.?* Because of this deficiency, the original reasoning
in Lee, L. F. (2004) might be considered unsatisfactory and our proof may constitute the first
formally complete one.

A Remarks

Proof of Remark 2.1. For any sequence of nxn matrices (A, )nen define || (An)nen|| 4 = sup,ey [|4n|l-
The set A = {(An)nen: [[(An)nen|la < 00}, equipped with element-wise addition and multipli-
cation, as well as the norm || - || 4, is a unital Banach algebra.?” By Proposition 1.7 in Takesaki,
M. (1979), the set G(A) of all invertible elements in A is open in A. The map A: R? — A,
given by A(X) = (I, — ATW,,),.en, is continuous, thus the pre-image V = A~1(G(A)) is open
in RY. The norm || - ||4 is a continuous function on A and the map G(A) > A — A~}
is also continuous, see (Takesaki, M., 1979, Corrolary 1.8). Thus, the map D: V — R,
D(A) = ||[(I, — NTW,,) 2 ll.4, is continuous and the pre-image U = D7'((—1,K, + 1)) is
open in V, thus open in R?. By Assumptions 3 and 4 we have A C U. n

Remark A.1 Let Uy D A be the set given in Remark 2.1. The function log Ly, given in (2.2),
is thrice differentiable in each A € Uy. To simplify notation let us denote W}, = W, A1 (X)
and ¢,(\, ) =Y, — ATW, )Y — X, 3. First order partial derivatives of log L,, are

Oln L, (0) JirA 1 Ty
— —_— e Y

N tr n,r + 0_25n()‘7ﬁ) n,r-n rgd’
dln L,(0) 1 T

MV e (N X

op 028n( B)" X
dlnL,0) n 1 2

5o = 52+ ggrllEnA I

The second and third order partial derivatives are

2 - ~
aln—m = {_ tr (W/\ W)\ > - i2 (Wn,mYn)T Wnﬂ“QY” ’
ag

O\2 o r1,r72<d
0*In L, (0) { I ]
s = |5 X W Ya :
ONOf 02 r<d

24Recall that the Lagrange reminder in Taylor series expansion of a vector valued function is not available.
The function f : [0,1] — C, f(t) = €', t € [0, 1], can serve as a counterexample. See also Feng, C. et. al. (2014).
Instead, our technique makes use of an original bound (inequalities (2.9), (2.10)).

251t is a complete normed space with a submultiplicative norm and (I,,)nen as identity.
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9?In L, (0) 1

v R rsd
a”g_g;@ = XT X,
a;gla—igf) _ _ign(x, BTX,,
it 31l
% =w <WT§\T1WT?T3W$T2 + WQHWQMWQ%)]TM%TMv
((();;\I);g( <02)) :ﬁ (WY)W, Yn] rra<d
3
R E L
3
?861?23((?) K
) = Zxte 05,
aal(TL)@ - T NI

Moreover, the following derivatives vanish

#PInL,(0) FPmnL,(0) *InL,(H)
oNop? dBON? ops

Partial derivatives which are not mentioned are given by symmetry.

Remark A.2 Let e, = e,(0), 6 = (BT,)\T,Uz)T, be an element of any of the matrices
representing first, second or third order derivatives of the function log L,, c.f. Remark A.1.
Then, under Assumptions 1 and 4, e, is of the form

T T
en =€, AnEn + T + 20,

where A,, z,, z, are non-random continuous functions of #, for which there exist a uni-
versal continuous function K(8,0?%), independent of n, satisfying [|A,|> < K(B,0?) and
[zl 20]1* <m0 - K(8,02).

Proof. We will say that a random vector E,, = E,(f) € R" is an amenable vector if E,, = A,e,+
Zn, Where A, and z, are some non-random continuous functions of # as in the statement of the
theorem. Note that e,,, X,,, €(\, 8), W, Y, are amenable vectors. Then, by examining formulas
in Remark A.1, it can be observed that all entries e, are of the form e, = 2!z, + f(0?)ELF,,
where F,,, F,, are amenable vectors and z, is a non-random vector as in the statement of the
theorem and f is a continuous function of 2. Changing the choice of K if necessary, we
complete the proof. O

Remark A.3 Let 6, be fixed. Under Assumptions 1 — 4 and 6 we have HJ + :La gxln (HO)H =
op(1).
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Proof. In view of Assumption 6, it suffices to show that each element e, = e,(#) of the matrix

representing + %(0) satisfies Varg, e,(0y) = op(1). Using Remark A.2, we have

1 1
Varg, (e,) < 2 Varg, (—5314”5”) + 2 Vary, (—xzsn).
n n

Then, it is enough to use Lemma B.2 to establish the bounds for Varg, e, (o). ]

Remark A.4 Let 6, be fixed and let 7 = {3 € R*: [|8]| < ||Bo|| + 1} x Ux x (303, 20¢) with
Up given in Remark 2.1. Moreover, let e, = ¢,(0) be an element of the matrix representing
third order derivative of the function %log L,,. Then, under Assumptions 1 — 4, the quantity
Eg, Supye, |€n(0)] is bounded in n € N.?°

Proof. By Remark A.2 we have

1
Eg, sup |en(0)] < — Egy sup ([ Anllllenll® + llzallllenll + [[2)
oer n oer

<3(1+03) max K(B,0?) <

Occlosure (1)

[
Remark A.5 Let 6, be fixed and let 7 = {3 € R*: [|8]| < ||Bo|| + 1} x Up x (303, 203) with

Up given in Remark 2.1. Under Assumptions 1 — 4 we have supy., H\/iﬁalgf" H = Op(1).

Proof. As Ey, an” = 0, it is sufficient to observe that, by Remark A.2 and Lemma B.2, for

any element en of the vector \/15813911 we have

2 2
Vary, (e,) < — Vary, (52An5n) + — Vary, (asgen) < CK(p, 02)(1 + supEsfl”),
n n n,t ’

for some constant C'. Then, supy., Varg, (e, (0)) < oo. O

Remark A.6 The functions R, : Uy — R given by formula (2.5) are differentiable. Moreover,
under Assumptions 1 and 4, both ||R,|| and ||(R,)|| are uniformly bounded by a constant
depending only on f3; and o3.

Proof. Boundedness of R,, follows from Assumptions 1, 4 and Remark 2.1. By Jacobi’s formula,
for any A € Uy, we have

l(%ln\detA )] = (—1tr (A, (A)an,r))

r<d

As |2 tr(A4)] < [JA]], for any n x n matrix A, by Remark 2.1 we have the boundedness of
H%/@n\detA M| in A € Uy, n €N,
Let us note that for any 1 <r < d and A\ = (\;);<a € U we have

0 0(2] 9
25, )}

< o

o (:S,0) |

(WasBa(20))" Su(A) + Su(N) War Bn(N0)|

26Note that the integrand is measurable as e,, is continuous in .
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Thus, by Remark 2.1, UO Z1Sn (N[ is bounded in A € Uy and n € N. Similarly, for any
1§T§dand)\€UAwehave

10

2 —_—

2
= — B0 X Su(N) T Mo, Wi A (M)~ X

Again, by Remark 2.1, 1.2 | Mx, Sn(N)Xnfoll” is bounded in A € Uy, n € N.
Finally, as L||S,(A)||7 > [|S.(A) 7|72, for A € Uy, Remark 2.1 implies that ]|S,(N)||E >

d > 0, A € Uy, for some constant §. Thus the derivative of In (}1 | Mx, Sn(N) X0 ol + %HSn()\)H%)

and, as a result, the derivative of R, itself is bounded on Uy. O]

B Lemmata

Lemma B.1. Let U C R? be an open set and A C U its compact subset. If F: U — R™ is
differentiable and | F||, [|[F'|| < M < oo for a constant M, then F is Lipschitz continuous on
A with a constant Ky, = Ky,(M, A).*"

Proof. Set 6 = inf{||lx —&||: v € Aand £ € R4\ U}. As A is compact we have § > 0. Let
x,y € A. If ||z — y|| < 0, then the line segment 7,7 is a subset of U and ||F(z) — F(y)| <
| fo1 gF(@+tly—2)dt] < M-[lz —y|. If |z —y| > d, then we have |F(z) — F(y)| <

lfv—yH- O

Lemma B.2. Let €, = (en;)i<, be an n x 1 random vector satisfying Assumption 2. Let
(A)nen, (Po)nen be sequences of m X n matrices satisfying sup,ey | Pull < 1 and P, = PI'P,.
Moreover, let x, € R™, for n € N, be non-random vectors satisfying ||x,||* = O(n). Then

(a) for Z2 = LaT Ae,, we have Var Z2 < Z||A,||% - 1|22,

(b) for Zb = Lel Anen, we have Var Z < 2||A,|?sup,, ;Eé; ;,

(c) forZt = %62143]3“147167“ we have Var Z¢ < %||An||4supn,iE§fL7i and |E Z¢| < %HARHQHPnH%
Proof. To prove part (a), it is enough to observe that

Var (2, Anen) = Ee, AL vpa, Anen = 0| Ap 2|5 < 0| AL |12 |20 |-

In proving part (b), we may assume A, = EYA,E, = (aij): j<n to be symmetric, as ‘ @ <
| A, ||, c.f. Assumption 2. Then,
E((sfAne,)?) = E <(€‘3f~1n€_n)2) = Y g EE, 5k
ijkl<n
=o' (Z(diidjj + G505 + dijajz’>> +Y ayEe,,
i2j i<n

2
T 2 ~ — — 4 SN
(Ee,pAnen) = ( E aijEemien,j) =0 E QG -

1,j<n L,j<n

2TIn fact, it is not necessary to assume that F' is bounded, yet it considerably simplifies the proof.
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Thus, with ||E, || = 1 by Bessels’s inequality, we have

Vare! A,e, = E ((szAnen)z) — (IE EgAnsn)Q
= Z ai(Bet . — 30%) + 204 A, |3 < 3nHAnHQSup]E5fL,i.

n,t
; n,i
i<n ’

Finally, the part (c) follows from (b) and the observation that |E Z?2| = %Qtr ATp.A, =
0'2 0'2
P Anllf < S 1Al Pal [ 0

C Theorems

Theorem C.1. Let (¢,)nen satisfy Assumption 2’ and let x,, = (p;)i<n, n € N, be column
vectors. Denote Q,, = ! (x, + Anen) and assume that Var Q, > 0 for sufficiently large n € N.

If |zal|? + [|Anllz = O(Var Q,,), ||A.]]? = o(Var Q,,) and max;<, 22, = o(Var Q,,), then %%L

converges in distribution to standardised normal N(0,1).

Proof. Without loss of generality we may assume that 02 = 1 and the matrices A,, n € N, are
symmetric. Let us denote ¢ ; = Vare =REe), and V, = Var Q,, for n € N, i < n. With
A = [an ), j<» setting

T'LZ’ n?’ll

2
Un,i = Qnii (é‘n,i — 1) + Tpi€ni + 260, E Qnij€n.js

1<j<4

forn € Nand 1 < i < n,we can write ZKn = @Qn—EQ,. Observe that E[U,; | Fni-1] =0,
with o-fields F,; = 0{en;: j <i}, 1 <13 S n. The proof relies on the martingale difference
array CLT which can be found in Hall, P. and Hyde, C. C. (1980), Corollary 3.1. According
to the theorem, it is enough to show that

Vs=0 qn(6) = 0 and V,, — 1,

in probability, as n — oo, where

Z]E [ AUz >62var Qu) | ]:n,i—1], 0 >0,

nz<n
Z]E nl 1}

n
i<n

Denote T,,; =2 j<i GijEn,j- Direct computation reveals that

2 2 2
Uni = 2an,iixn,i5n,i(5n’i -1+ 2an,ii5n,i(5 — 1)Tni
2

+ an 15 Tnl + 8 T2 + an u( 721 1>2 + mi,ign,i

nz TLZ

Vo =3 Z (2772,@'%,“%1,@' + 2772,¢an,iiTn,i + 2w, 15,

i<n

+ Tﬁ,i + 9%,@‘“72;,1‘1‘ + xiz)
Since V, = >, EU

n,’

Vn - 22”27ixn,ian,ii + ET, Z nz nzz + anl

i<n i<n i<n

n € N, we have
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Further, it follows that

2
(Vn — 1)2 — V;Q . (Z (277271-&”,%71”’1' + 2$n,iTn,i + (Til — ETiZ))) y

i<n

2

thus E (V,, — 1)2 = %O <§7(11) + &(12) + 57(13)>, where 57(11) =E (Zzgn amiTn,i)Q, 57(12) =FE (Zzgn mem)

and 57(z3) =K (Zzgn (ng - ET31>)2
For any numbers ¢ and j denote ¢ A j = min{i,j}. Let us note that for some constant
C' > 0 we have

2
%51(13) =E (Z Z Qn,iky O iky Enky Enky — Z Zai,¢k>

i<n ki,ko<i i<n k<i
2
S 2E E E an,iklan,ik2€n,k15n,k2
i<n ki,ko<i
k1#£k2
2
E § 2 2
i<n k<i
2
<C E E Qniky ik An jky An,jky = C E : ( E , an,ikan,ﬂ) :
4,7<n k1,ka<iAj 1,J<n \k<iAj

Let C - B,, be the right-hand side of the above inequality. Further, we have

2 2
Bn = Z (Z an,ikan,jk> + Z (Z an,ikan,jk>

i<j<n \k<iAj j<i<n \k<iAj

2
<2 Z (Z an,ikan,kj> =2 HAn : [an,iﬂl{Kj}]i,jgn

ij<n \k<i

2

F
< 2| Aa Pl AnllE- (C.1)

Moreover, by Schwartz inequality and (C.1) we have

2
%157(12) —F <Z Tni Z an,z’ké'n,k)
i<n k<i
— (Z T ,iTn,j Z an,ikamjk)

1,7<n k<iNng

2
< Z T2 Z ( Z an,ikan,jk) < inz - B}/?

1,j<n 1,J<n \k<iAj i<n

< V2 | AullllaalPlAnlle- (C-2)

Using (C.2) with (a,)L, substituted for z,, we obtain 57(11) < 4v2 - ||ALll||ALll3. Finally,
9 F

i<n

E(V, —1)>=V;2-0(V?) and V,, — 1 in probability.
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To complete the proof we will show that g,(d) — 0, § > 0, in probability. Since g,(4) > 0,
by Markov inequality, it is enough to obtain the convergence E g,(6) — 0, for any § > 0.

Let K > 0. Forn € N, 1 < n, set Zn,i = gn,i]l{5n,i<K} — ]Egn’i]l{gn’i<K}7 Hnﬂ‘ =Eni — ZTL,Z’ and
Upi = 225, Zj<i Aij L j + Qi (me — EZ%Z) + i Ly hni = Un i — Uy, It is easy to observe
that both (Z,;)n; and (H,,;)n; are sequences of independent zero mean variables.

As either |u, ;| > %\Um\ or |un;| < %|Um\ < |hp,i|, we have

i<n i<n
< 2V;1 (Z E [ui,iﬂ{@un,i)?Zé?Vn}} + 2 Z E hi,i)
i<n i<n
Y B [(2un)? - up,] +4V, 1Y ER2,. (C.3)
i<n <n

27 nz n,tn,i)

O< (1)—1—/1()4—;{%)), where

4
EZ(Zanw ) ’ “22)22 nzm Zmnl

i<n 1<t i<n i<n

4
Since 5-up, ; < 277 gy i 72 —E 72 ) a2t 74 it follows that Y. Eul, =
1<t ) 5] nn n,t n,t i<n n,t

For some constant C' > 0 we have ki) = C - E D icn D jkei nij@n i and

L—f—/i <2Z<Z ””) <24y “mm<ZHF o(Vs)

i<n 71<i

Additionally, {2 < (maxi<, 22 ;) [|2n]|* = 0 (V2). Thus, the first summand in the right-hand
side of inequality (C.3) converges to 0 as n — oo, independently of K. Lastly, it is left to show
that sup,,cy Vit Y i<n E h?m- converges to 0 as K — oo. To this end, observe that

2
E h?z,z S 6k (Z Qpij (gn,ign,j — Zn,iZn,j)>

Jj<i

+3Ea,, (2, - 22, — (1-EZ2)) +3Ea2, (en; — Zns)?

nu

and, as ¢, = Z,, + H,, for j <1 < n we have
En,i€n,j — Zn,iZn,j = Hn,iHn,j + Zn,iHn,j + Hn,iZn,j>
2 2 2
€ng Zn,z' = QZTMHRJ + Hn,i'

Thus, for a constant C' > 0, we have

VI TERZ < VAR supEHZ,fsi.ggEZii
i<n -

+V, 1 AnllE - SngHﬁ,z-

+V;1\|AnH%-(sngHﬁ,i-sngZ“ )2+ V@ sup E H2,

i<n

Note that sup,c, E Z7 ;, sup,c, E Z; ;, V, | Aullf, Yy, Hl|@a||? are bounded in n € N. Moreover,
since the fourth powers of &, ; are uniformly integrable, both sup,, ., E H?m and sup,,.;<, E H ii

converge to 0, as K — co. Finally, we conclude that E g,(6) — 0, as n — oc. O
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Theorem C.2. For any square matriz A we have ||A]| < [|A|k.

Proof. Suppose that ||A|| > ||Allx. With B = ”2”2ATA we have

1A Al
1112

2
< o 47, 141, = AL 141 _ 1Al

1B < =1.

< =
IA]]? IAlI%

This implies that the series I,, + B+ B%+. .. converges to (I,, — B)fl. In particular, the matrix
I, — B is invertible. Thus, ATA — ||A||*> = ||A]]* (B —1,,) is also non-singular. Since ||A|| is a
singular value of A, ||A||? is an eigenvalue of AT A, which is a contradiction. O
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