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ON STRATIFICATION OF POPULATION ON THE BASIS
OF AUXILIARY VARIABLE AND THE SELECTED SAMPLE

Abstract. Survey sampling conditional methods are usually connected with post-
stratification estimators for domains and with inference on the basis of regression models
or contingency tables. These problems were considered e.g. by Rao (1985), Tillé (1998),
Williams (1962). The problem of stratification of a population on the basis of
observations on the variable under study in a sample was considered by e.g. Dalenius
(1957).

We deal with the problem of appropriate division of a simple sample into sub-samples of
equal sizes. This partition of the sample leads to clustering a population into sub-populations.
Each of these sub-populations includes one and only one previously created sub-sample. The
linear combinations of statistics from the sub-samples are used for estimation of a population
mean. The coefficients of this linear combination are proportionate to the sizes of the
sub-populations. This statistic is the unbiased estimator of the population mean. The variance
of the estimator has been derived. The example of determining of the estimator parameters is
presented. Moreover, some generalisations of proposed estimators are suggested.

Key words: stratification after sample selection, conditional estimation, conditional
mean, conditional variance.

I. ESTIMATOR

Let us assume that the values of an auxiliary variable are known in
a population of size N. Its i-th value is denoted by xiy i = 1, N. An
i-th value of a variable under study is denoted by yt, i= 1, N. Let us
assume that the elements of the population U = [1, N] are ordered in
such a way that xt<Xj for each i<j= 1, N. The simple sample s of
the size n is drawn without replacement from a fixed and finite population U.
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Let us divide each sample s = {f, ik, ik+l, in}, where ij<ih if
i<h, into Il following sub-samples of size m: sh(xk) = {i,,r*-j)+ 1, imh),
h=12, H <N. Hence, sh(xk)n s,(xk = 0 for each h~t = 1, Il and

hg.lv* =s. Let Ult = {i:xx,sSxA, US= {i:x*_,<x,<X,}, h=2 H-1
and U = {iix,>x,,"}. Hence UHh U,t=0 for each hdt= 1 I, and
"

Uut=U, k= 1, H.

A=1

Let £1= {V} be a space sample. In our case the set I consists of
samples s. Let 12(xt) be the set of such samples seQ that
xk-  L**. xwr -x*,,.J is fixed. Hence, O = WU (xA and il(xjnil(xt)=10

for k ®h (see general considerations e.g. in Flachsmeyer J. (1977)). The
value xk can be treated as the outcome of the random vector
X = [Arl... Xu-i]- Its probability distribution function is determined by the
expression:

pxX = xk) = SZHOXE) 1)

Let us assume that the simple sample s is drawn without replacement
and its size is n= Hm, where m” 1and n< N. Moreover, let s = {ix, in}
and x(j<xi and ij<ie if and only if j<e. The sample s is divided into
Il sub-samples sh= ., imh}, h= .. H. Let us assume that
imh = fi=1, .., Il —1 Hence, xk is the sample quantil of order mh/n
of the auxiliary variable. The number kh identifies the position of the
sample quantil in the population.

Wilks (1962), p. 252, considered the distribution of the order statistics
in the simple sample drawn without replacement from a finite population.
I he particular case of this distribution is the probability distribution of the

random vector K = [K1, ..., If m>\ and n=1Im<N:
Ai- NTAL [KW-2-KH-j- ININ - KH-TT
P(KI—KIt., Ky « —kHx)='T-tA m-1 J ~ m—1 JHi m J
N
IIm

where: m ki <k2 .. Jmm_X< N —m or



Jim

where f0 = 0.
Particularly, if Il =2 the kt = k is the sample median and:
- 1\/N - K
P(K=k)=£ 2f --%e  k=m, N-m 4)
If m= 1, n=IlI:
PiK"k,.... iCH-i=fcH- 1) = N7/ » ft=1, ... N -1
J1j
In the case when Il =n=3, m= 1and N = 5 the distribution of the
variable [Al, K2] is determined by the Table 1
Table 1
(*1. *i) fe, = | fc, =2 fc, =3
Jla=2 0.3 0 0
fo=3 0.2 0.2 0
fo=4 0.1 0.1 0.1
If Il =2, m= 1and un= 2, the distribution is reduced to one determined
by the equation:

p(K-t,=8 £ w *=2
If I =2, m=1and n= 3 then

For instance, if N=5 m=1 and n=H =2 then P2(X = 1)
P2AK =2)=103, P2(K=3)=02, PXZK=4)=01. If N =5 H = 2,



and n= 3then P2AK =2) =03, P2K = 3)= 04, PAK = 4)= 0.3. IfN =5,
m=2 H=2and n=4 PXK =2)=06, P2AX = 3)=04. For N = 6,
m=2 H=2and n=4: P2AK = 2) = 04, PAK =3)= 04, P2K = 4) = 0.2.

Let us consider the following conditional estimator of the population
average V:

where: Sh= Sh—{K*} and

(6)
The expected value of this statistic is derived in the following way:
E(9sik) — EK(ESIK(j>s/KIK) —
= a*(y) =y
where: Uk = Uh—{K*} and
Hence:
Es/k(ysik) — Y
(8)

E(ys/k) = ¥

In conclusion, the statistic y§JC is a conditionally and unconditionally
unbiased estimator of the population mean.



The derivation of the variance is as follows:

D 2(9sik) = E k(Dsik(9sik\K)) + D k(Esik(9sik\K)) = Ek(01/k(Yx/k\K)) + 0 =

- + 0 + ( - -

K.-K.-.-"' J K, yM ok, -1
“Y2n » Jxmn-06*T "' J (n-if.)-s
9)

The unbiased estimator of the variance D2(yS/K) *s shown by the equation:

2- > *-YKk-K *-1\* Kk—Kh-i —m

ds(ys,K) 14 N ) (Kb-Kb-OCT-1) s+
(, Kg-x\2N —Kg-I —m nu
+ ( N ) (N-Ka-Jm °s" ()
where:
B;=—U | O,- ¥)2, h=1, A-1
(11)
.=~ E(Y/-¥5.)2

Il. EXAMPLE OF SIMULATION STUDY OF THE ESTIMATION EFFICIENCY

Let us consider the particular case when H = 2. The distribution of 30
observations (x;y) of a two-dimensional variable is shown by the Fig. 1
The basic parameters of this variable in the population consisting of 30
elements are as follows: the average of auxiliary variable x = 68.6824, the
mean of the variable under study y = 93.6536, the variances of auxiliary
variable and the variable under study vx= (89.1094)2, vy= (17.6015)2,
respectively and Finally the correlation coefficient between these variables
r = 0.9940.

Let the population average be estimated by means of the estimators
ys/Km The simple sample drawn without replacement has 5 elements. The

sample space consists of ( 5)2 samples. On the basis of all these possible

samples, the conditional (and the unconditional) expected values and
variances of both estimators have been calculated. The variance of the
simple sample mean is D2(ys) = 51.6356 and D2(ys/x) =42.9823.



Fig. 1 The scatter plot for variables x and y in the population
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Fig. 2. The distribution of the random variable K in the case of the estimator ysK

The relative  efficiency is  defined by  the expression:
e = (Ne0%)Dz(ys/K)/D2(ys). In our case e = 83.24%. Hence, the precision
of the conditional estimators ys/K is better than the precision of the
simple sample mean.

As it was defined by the expression (4), the outcome k of the random
variable K is the number of the population element dividing the sample
into two sub-samples. The probability distribution of the random variable
K is presented by the Fig. 2.



K

Fig. 3. The conditional variances of the estimator ysK

The conditional variances of the estimator ys/K are represented by the
Fig. 3.

The above considered conditional method of estimation can be generalised
in several directions. Firstly, in the case of two auxiliary variables the
sample quantils let us divide the population into m2non-empty and disjoint
sub-populations. Secondly, instead of a one-dimensional auxiliary variable
and a variable under study, the multidimensional ones can be considered
because, usually, the vector of population means is estimated and the vector
of auxiliary variables can be available. For instance in this case the
precision of the estimation of mean vector can be determined by trace of
variance-covariance matrix or by generalised variance.
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Janusz Wywiat

O WARSTWOWANIU POPULACIJI NA PODSTAWIE ZMIENNEJ POMOCNICZE]J
| PROBY PO JEJ WYLOSOWANIU

(Streszczenie)

Problem estymacji wartosci przecietnej w populacji na podstawie proby prostej losowanej
bezzwrotnie z populacji ustalonej i skonczonej jest rozwazany. Zaktadamy, ze wartosci
zmiennej pomocniczej sa obserwowane w calej populacji. Proba prosta, po jej wylosowaniu,
jest porzgdkowana zgodnie z rosnacymi wartoSciami zmiennej pomocniczej. Nastepnie proba
ta jest dzielona na H > 1 réwnolicznych podpréb. Potem zlicza sie, ile jest elementéw populacji
pomiedzy elementami rozdzielajacymi podpréby. Udziaty tych liczebnosci stanowiag wspoétczynniki
kombinacji liniowej, m.in. $rednich z podpréb. Taki warunkowy estymator daje nieobcigzone
(warunkowo i bezwarunkowo) oceny wartosci $redniej w populacji. Pokazano przyktad oceny
warto$ci $redniej w populacji z wyznaczeniem wartosci wariancji warunkowych i bezwarunkowych
estymatora.



