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ON REGRESSION ANALYSIS UNDER HETEROGENOUS OBSERVATIONS

1. INTRODUCTION

Regression modelling of interdependencies between economic
phenomena consists in analysing and processing of statistical in-
formation related to some distinguished variables. The informa-
tion can have the form of dynamic or cross-section series. If
methods of regression analysis apply to data having the form of
cross section series then the objects of investigation, to which
observations correspond, should constitute a homogenous set in a
settled sense. However, in practice we often deal with sets of
heterogenous objects. For example, when analysing a set of forms
of a given region we deal with private cooperative and state farms.
On the other hand, in a given industrial branch we can distin-
guish between enterprises of different size and enterprises of
different type of production.

If there is a supposition that objects of investigation form a
heterogenous set iIn a settled sense then we ought to divide this
set into typological groups comprising similar units and build re-
gression models for each group separately. In different typologi-
cal groups comprising homogenous units, there can exist different
interdependencies amongst distinguished phenomena: endogenous va-
riable and explanatory variables.

Construction of regression model when the set of objects is
heterogenous is a multi-stage procedure. Therefore, the fol-
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lowing stages of the model construction can be distinguished
here:

1) specification of endogenous variables and explanatory va-
riable,

2) distinguishing of subsets comprising homogenous units,

3) estimation of the model parameters,

4) verification of the model.

Although, all stages of the model construction (except stage
2) are similar to those of classical regression model yet the
model builder faces several specific problems. This comes from the
fact that\ on one hand we deal with units of investigation which
form a kind of unity, and on the other hand, these units are
very often heterogenous and constitute subsets of similar objects.
All objects of the set under investigation share certain common
properties and apart from this we often observe certain specific
properties characteristic of only these units which belong to a
given subset.

All the problems mentioned here should be taken into account
when a regression model under heterogenous observations 1is con-
structed.

2. CLASSIFICATION OF OBJECTS IN REGRESSION INVESTIGATION

Let
Qa (0§, 0j, ==.T0)) @D
denote a set of objects of investigation and Y denote an endo-

genous variable and Xx, X2, Xt explanatory variables.

As a result of conducted measurements we have (T x 1) variate
vector of observations of endogenous variable having the form
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where yt (t =1, 2, T) denotes value of ¥ variable in

object and (T x K) variate of the form:
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where xtk u e X, 2, ---, T; k*1, 2, K) denotes value of

Xk variable in Ot object.

How, the problem consists in dividing set 4 into G subsets
Al# A2, Ag (also called typological groups or classes) so

that the following conditions are satisfied
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These are sufficients conditions for presentation of classifica-
tion of objects 0j, 02, ...» O0T. Apart from these conditions the

considered subsets should have the following properties:

- degree of similarity of objects belonging to different typo-
logical groups should be the smallest;

- degree of similarity of objects belonging to the same typo-
logical groups should be the greatest.

An important question connected with classification of objects
for regression modelling is the evaluation of the objects®™ homo-
geneity. Therefore two types of classification can be distin-
guished:

- classification which is exogenous in relation to endogenous
variable and explanatory variables,

- classification which is endogenous in relation to endogenous
variable and explanatory variables.

In the first case it 1is assumed that division of the set of
objects into typological groups was made on the basis of external
(in relation to endogenous variable and explanatory variables)
information, and 1in this sense the division 1is given a priori.
Then, properties of the modelled system are the basis for dis-
tinguishing groups of similar objects.



Let us illustrate such situation with a few examples.

A classical example is construction of regression model when
the objects of investigation are territorial (administrative)
units of the country. In this case such a given a priori classi-
fication is the division of country into regions. Typological
groups are then identified with these regions.

Another example can be found in [Il] where relations between
demand for services and factors determining the demand (with di-
vision into voivodeships) is analysed. In the study quoted above
three groups of voivodeships were distinguished:

- a group comprising voivodeships where surplus of supply over
demand is observed;

- a group including voivodeships characterized by a relative
balance of supply and demand;

- a group comprising voivodeships where surplus of demand over
supply is observed.

Another example of this kind would bo the analysis of rela-
tion between the level of total costs and the size of production
of electric power and heat in thermal power stations. Three kinds
of thermal power stations can be distinguished here: power plants,
heat and power generating plants and heating plants. Due to the
fact that these plants differ in the character of their produc-
tion it is advisable to conduct regression investigation for each
Kind of thermal power station separately. If the second approach
is followed then classification of units of investigation is made
on the basis of statistical information concerning endogenous va-
riable and explanatory variables.

In classical taxonomic analysis measures of objects"™ similari-
ty e.g. Euclidean distances or urban distances etc. are determi-
ned as various differences of standardized values of variables
accepted for a description of the classified units. These measu-
res define the degree of similarity of each pair of objects. IFf
W points in a multivariate space of observations (representing
two objects) are close to each other they are more similar than
points which are distant from each other. This kind of classifi-
cation approach is not applicable to regression modelling.

Such a case demands the use of classification procedures which
allow, on the basis of the distinguished subsets of observa-



tlons, to build regression models best adjusted to the empirical
data. The Kkind of procedures ehould be based on the Idea of si-
milarity in the sense of relation* occuring between endogenous
variable Y and explanation variables X, Xj, eeo/ X".

Typological groups ought to be distinguished in such a way
that the relations between endogenous variable and explanatory va-
riables are different in different subsets, and relations between
these variables are similar within the same group.

Proposals of this kind of procedures are presented amongst
others, in the following studies: B e k ker et al. (1975),
Jajuga (1985), Kowerski (1986), Pl uta (1986).

Now a classification procedure worked out by Kowerski will
follow. In original version it was presented for regression with
one explanatory variable. Here, we present a generalized version
of the procedure for the case of many explanatory variables. Ail
K-element combinations of points are considered and hiperplanes
containing these points are determined. Next, distances of the
remaining T-K points from the determined hiperplanes are calcu-
lated. The distance of point from the hiperplane is measured by
probability in the sense of relation. A matrix of distances (in
the sense of relation) containing (R) rows and T-K columns is
obtained in this way. Particular rows correspond to all the pos-
sible hiperplanes determined by points contained in K-element
subset of the T-element set.

The next step is to determine the so called boundary distance
which is used as a criterion of evaluation whether the distance
of the point from the straight line is significant or not. We put
0 in the appropriate place if on the level of the boundary dis-
tance an insignificance of distance is observed. Otherwise we put
1. In this way matrix of zeroes and ones is obtained. Of course,
all rows in which only ones have been observed can be eliminated
at once because for K arbitrary points it 1is always possible to
draw a hiperplane K-1 of independent variables.

The final division of set of objects into typological groups
is obtained as a result of the application of an algorithm of
vector®s elimination (cf. Chomag towski. Soko+o -
wski, 137E).



3. ESTIMATION OF REGRESSION MODEL PARAMETERS
UNDER HETEROGENEITY OP OBJECTS

When objects of investigation constitute a heterogenous set
then separate regression models for the distinguished typological
groups are constructed. Each model s parameters are estimated
separately on the basis of statistical data concerning endogenous
variable and explanatory variables in a given group. Regression
models estimated for particular typological groups explain varia-
bility of endogenous variable resulting from characteristics of
these groups. However, regression model estimated on the basis of
statistical data on all objects of the set under investigation
explains variability of endogenous variable resulting from the
properties of the whole set of objects.

As it was mentioned above, in case of heterogeneity of objects
a regression model should be built in such a way that it takes
into account both properties of the whole set and the specific
properties of the particular typological groups. This applies,
first of all, to estimation of model"s parameters. Examples of
solution satisfying this postulate can be found in the literature
of the subject.

The idea of one class of such solutions presented in Bar -
tosiewicz et al. (1982), Bekker et al. (1975)
and Pluta (1986) consists in estimating regression model
parameters for a given typological group on the basis of statis-
tical information. Additionally, we make use of set data on other
groups accepted the with appropriate weights which depend on the
level of similarity between these groups and the given group.
This 1is realized directly in Bekker et al. (1975) and
Pluta (1986). Observations coming from different groups are
weighted and indicators of similarity between the distinguished
group and other groups take the role of weights. Bar tosie -
wicz et al. (1982) proposed a different procedure. It con-
sists in multiplication of observations in the remaining groups
proportionally to the level of similarity to the distinguished
group for which the regression model is built.

In the paper entitled '"Regression investigations of producti-
vity under heterogeneity of objects" we proposed a two-stage pro-



cedure of such estimation of models®" parameters which takes into
account both properties of the whole set of objects and the spe-
cific properties of particular groups. At the Tfirst stage we
estimate parameters of regression model defining dependency be-
tween endogenous variable and explanatory variables for the" whole
set of objects of investigation. Next, on the basis of the model
thus estimated, theoretical values of endogenous variable are cal-
culated. At the second stage, the model parameters are estima-
ted (for each typological group separately) on the basis of set of
data twice as big as the original group size. These parameters
are as follows: original values of endogenous variable and expla-
natory variable in the group, and additionally theoretical va-
lues of endogenous variable calculated for global regression mo-
del and once more original values of explanatory variables.

The characteristic feature of this kind of procedure is a
"cautious"™ estimation of parameters in typological groups. More-
over, it enables estimation of regression model parameters for
small-size typological groups duo to the fact that the set of
observations used for estimation of group models parameters is
increased.

*. SOME PROBLEMS OF REGRESSION MODEL VERIFICATION
UNDER HETEROGENEITY FOR OBSERVATIONS

A model built ot the basis of heterogenous data, just as any
estimated classical regression model, undergoes verification which
aims at evaluation of the model"s practical application. In this
respect two problems need to be considered:

- evaluation of similarity of results of model"s parameters
estimation for (different) typological groups,

- evaluation of the model s adjustment to empirical data.

Assume that regression models, estimated for typological gro-
ups, contain identical explanatory variables.

let ag (=1, 2, .../ G) denote vector of structural para-
meters of the Ag group model; a @=1, 2, ..., G) - vector

of estimates of structural parameters of the same group.
The problem of similarity between the estimation of results



for structural parameters of and Ah models may be treated as
verification of the following hypotheses:

HQ: 3.9 *S_h GB.h*1, 2, .... G g * h) )

against alternative hypotheses on
Hji a g tah @ h=1, 2, .... G gih. »(8)

If there are no reasons to reject HQ hypothesis then structural
parameters of Ag and A”-group models can be accepted as similar.
If, on the other hand, HQ hypothesis must be rejected then st{uc—
tural parameters of Ag and A” group are recognized as dissimilar.

Let uf consider the problem of adjustment of the whole set of
group models to empirical data now. Adjustment of models which
belong to particular typological groups, can be evaluateq/0 by

means oFf such classical goodness-of-fit measures as e.g.: resi-

dual variances S (8) (@ wm 1# 2, ..., G) and determination coef--
2

ficients Rg (g = 1, 2, G). Similar goodness-of-fit measures

based on the already mentioned measures may be created for the

whole set of group models (cf. R o z i n, 1979). Let Tg (@ *
= 1,2, ...,G) denote the size of particular typological groups and
C
£ T = T. Residual variance for the whole set of regression group
g“l1

1 models can be defined as a weighted mean of residual variances
of models for typological groups:

G T
2 = £ 82 -

S2(e) —i S 4(e) 13 (©)
Determination coefficient R2 for the whole set of regression,
group models can be determined in a similar way as a weighted
mean of determination coefficients for typological groups:

G i

r2 = g—2I Ra %’3 1 <101
Other properties of the model i.e.:

- quality of estimation of regression models®" structural pa-
rameters in typological groups;

- properties of random deviations in the whole set of group
regression models can undergo verification too; for this kind of



investigation, all the methods, which apply to classical regres-
sion models, are used directly.
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Kdward Nowak

O\ANALIZIE REGRESJI W WARUNKACH NIEJEDNORODNOSCI OBSERWACJI

Prezentowany artykut poswiecono analizie regresji w warunkach, gdy zbidér
obserwacji Jest niejednorodny w ustalonym sensie. Wtedy nalezy przeprowadzic¢
podziat tego zbioru na jednorodne podzbiory i budowa¢ modele regresyjne dla,
wyodrebnionych podzbioréw.

Hozna wskaza¢ na dwa podejscia do zagadnienia klasyfikacji obserwacji w
badaniach regresyjnych. Pierwszym rodzajem Jest klasyfikacja egzogeniczna w
stosunku do zmiennej objasnianej i zmiennych objasniajacych. Wtedy podstawg do
wyodrebnienia grup jednorodnych obserwacji sa merytoryczne wkasciwosci modelo-
wanego systemu. Drugim rodzajem jest klasyfikacja endogeniczna w stosunku do
zmiennej objasnianej i zmiennych objasniajacych. Wtedy podstawg podziatu zbio-
ru obserwacji sa informacje statystyczne dotyczace analizowanych zmiennych.
Procedury klasyfikacji powinny opiera¢ sie na idei podobienstwa w sensie re-
lacji zachodzgcych miedzy zmienng objasniang a zmiennymi objasniajacymi.

Podczas weryfikacji modelu powinien by¢ uwzgledniony Takt, ze rdéwnania
regresji wyznaczane dla podzbioréw obserwacji sktadajg sie na model zjawiska.
Waznym zagadnieniem jest tutaj ocena podobienstwa wynikéw oszacowania para-
metréw modeli dla grup typologicznych. Badaniom powinny podlega¢ takze:

- dopasowanie modelu do danych empirycznych,

- whasnosci odchylen losowych modelu.

Badania te powinny by¢ przeprowadzane zaréwno odrebnie dla wydzielonych

grup typologicznych, jak i dla catego zbioru obserwacji.



