Comparative Economic Research, Volume 19, Number 2, 2016

10.1515/cer-2016-0010
B o crurter * Im*“:, Unhvarivint
M ; vopz«i

UFUK YOLCU *, EREN BAS™

The Forecasting Of Labour Force Participation
And The Unemployment Rate In Poland And Turkey
Using Fuzzy Time Series Methods

Abstract

Fuzzy time series methods based on the fuzzyesey throposed by Zadeh
(1965) was first introduced by Song and Chisson®3)19Since fuzzy time series
methods do not have the assumptions that traditibrree series do and have
effective forecasting performance, the interesfuzay time series approaches is
increasing rapidly. Fuzzy time series methods Heeen used in almost all areas,
such as environmental science, economy and findimgeconcepts of labour force
participation and unemployment have great imporgate terms of both the
economy and sociology of countries. For this reaere are many studies on
their forecasting. In this study, we aim to forgdd® labour force participation
and unemployment rate in Poland and Turkey usifiigrént fuzzy time series
methods.
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1. Introduction

Fuzzy time series procedures, which have attratiedttention of many
researchers in recent years, have a quite widedaraae, such as information
technology, economy, environmental sciences andolyaly.

Fuzzy time series are divided into two parts; timeriant and time-
variant. It is assumed that time-invariant fuzayei series’ behavior does not
change in time, while time-variant fuzzy time serct the opposite. Since the
vast majority of the studies in the literature alpeut the time-invariant fuzzy time
series, we limited the scope of our study to tme tinvariant-fuzzy time series.

Fuzzy time series was first proposed in 1993 (Samg) Chissom 1993a)
and depended on fuzzy set theory (Zadeh 1965).yRime series forecasting
procedures consist of three fundamental stagegifitaion, determination of
fuzzy relations, and defuzzification.

The length of the interval which is required fog fiartition of the universe of
discourse has a significant impact on forecasts.tfi® reason, many studies in
literature on the determination of interval lengite available. In the majority of
these, it is determined as a fixed length. In sahé¢hem, fixed lengths were
determined arbitrarily (Song and Chissom 19938B41Chen 1996, 2002). In the
others, a fuzzy C-means (FCM) procedure was usefiifaification (Cheng et al.
2008; Li et al. 2008; Cagcag Yolcu 2013).

In fuzzy time series analyses, the determinatiofupty relations is also
an important stage since it affects the forecagtiexformance. In the literature,
there are some studies which contribute to thaest&/hile matrix algebra was
used in the first studies (Song and Chissom 19934994), fuzzy logic group
tables were utilized in the next study (Chen 19%98js technique has been used
in subsequent studies. Moreover, the artificialraboetwork was also used in
the determination of fuzzy relations (Huarng and2006b; Aladag et al. 2009;
Egrioglu et al. 2009a,b,c; Yu and Huarng 2008, 2@paslan et al. 2012). In
addition in another study, while fuzzy logic retmship tables were used in the
identification of fuzzy relations, estimating basau the next state for training
set and master voting scheme for test set were(Ysgcu et al. 2014).

In the defuzzification stage, the centroid methedréquently used. For
many data sets encountered in real life a highrdidezy time series forecasting
model would be more appropriate to be analyzedlewanifirst-order fuzzy time
series forecasting model can be enough to fit tnestuzzy time series data. In
the some papers, the first-order fuzzy time sefidescasting model was used
(Song and Chissom 1993a,b, 1994; Chen 1996; YWHaadng 2008, 2010).
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The high-order fuzzy time series forecasting madkes employed to analyze the
data sets in a number of studies (Chen 2002; Alatad 2009; Egrioglu et al.
2009a,b,c, 2010).

Labour force participation and the unemploymeng,rathich has a direct
impact on economic and social development, hasieem issue in most countries.
For this reason the concepts of labour force paation and unemployment are of
great importance in terms of both the economy apdolgy for countries.
According to the International Labour Organizati®nO) standards, the official
working age is 15. Therefore, the population adedrid over is taken into account
in the analyses related to employment and unemmaymThe labour force
participation rate and the unemployment rate is ohdéhe most important
criterions of a country's development. However twncept of the non-
institutional civilian population should be addredsbefore the concepts of
labour force participation rate and the unemploytmate. The non-institutional
civilian population is the population excluding seoresiding in places such as
university dormitories, orphanages, nursing horhespitals, prisons, barracks
and so on. The non-institutional civilian populatis divided into three subgroups:

a. Employees
b. Unemployed
c. Not included in the labour force

The sum of the unemployed and those who are emglimya country is
called the labour supply.

Labour Supply= Employees- Unemployed

The labour force is the actual number of peoplelava for work and
labour force participation rate refers to those wyant to work in the civilian
non-institutional population and is calculated bjuBtion 1.

Labor force participationrate= Labour Supply x100 (1)

Non- Institutional Civilian Population

The labour participation rate decreases duringopsriof economic
recession and increases in periods of expansioamployment includes those
who desire to and have the ability to work withive tcurrent wage level, but
cannot find work in the labour force.

The unemployment rate refers to the proportionhaisé in the labour
supply who are not working, and is calculated Eiqua2.
Unemployedx

Unemploymet rate=
LabourSupply

100 )
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The concepts of labour force participation and yslegment have great
importance in terms of both the economy and sogiolaf countries. The rapid
growth experienced in labour force participationractent years created an
upward pressure on the unemployment rate. In thidext, calculation of the
labour force participation rate for the upcomin@ngeis thought to be important.
There are also some studies showing the effectbgerd the labour force
participation rate of the generation gap and thaegagopulation in developed
countries. For this reason, the methods used snpidyper were applied for each
generation separately.

Starting from this point of view, we also aim tadoast the labour force

participation and unemployment rate in Poland andkdy with different fuzzy
time series methods.

2. Fuzzy Time Series

In contrast to conventional time series methodsjoua theoretical
assumptions do not need to be checked in fuzzy semes approaches. The
most important advantage of the fuzzy time serw@aches is the ability to
work with a very small set of data. The definitioinfuzzy time series is given as
follows:

Let U be the universe of discourse, whete={u,,u,,---,u.}. A fuzzy

setd; of U can be defined in Equation 3.

EXONAORAD
u1 u2 un

A ©)

Where u, is the membership function of the fuzzy BAet
and,uA U - [0,1 . In addition to,,uA (uj),j =12 ---,n denotes is a generic
element of fuzzy seh ;u,l\u;) is the degree of belongingness upf
t0A 4, (uj)D[O,ﬁ-

Definition 1.Fuzzy time series LeY(t) (t=---,0,1,2,---) a subset of real
numbers, be the universe of discourse by whichyfisssf, (t) are defined.
If F(t) is a collection of f,(t), f,(t), --- thenF(t) is called a fuzzy time series
defined orv(t).

Definition 2.Fuzzy time series relationships assume FF'(a) is caused only
byF(t -1), then the relationship can be expressedrds) = F(t -1)* R(t, t -1),
which is the fuzzy relationship betwe&t{t) andF (t 1), wherel represents as an
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operator. To sum up, IEft -1) = A and F(t) = A, . The fuzzy logical relationship
betweerF (t) andF(t-1) can be denoted @ — A, whereA (current state)
refers to the left-hand side aAd (next state) refers to the right-hand side of the
fuzzy logical relationship. Furthermore, these fulagical relationships can be
grouped to establish different fuzzy relationships.

Definition 3. Let F(t) be a fuzzy time series. Fft) is a caused
byF(t-1), F{t-2),---,F{t-m), F(t-m), then this fuzzy logical relationship
is represented in Equation 4.

Fit-m), F(t-m+1), -, F{t-2), Ft-1) - F (t) @)

and it is called then™ order fuzzy time series forecasting model.

WhereF (t-m), F(t-m+1),---, F(t-2), F(t-1) refers to the current state
andF (t) refers to the next state.

3. Methods

Some of methods which were used in the applicghimtess are given
below with an algorithm.

3.1. Chen’s First Order Fuzzy Time Series Method

Chen improved the approach proposed by Song ands@hi Chen's
method uses a simple operation, instead of complattix operations, in the
establishment step of fuzzy relationships. The rittym of Chen’s method can
be given as follows:

Algorithm 1.

Step 1Define the universe of discourse and intervalgtites abstraction.

Based on the issue domain, the universe of diseoaes1 be defined as:
U =[starting, ending. As the length of interval is determinkd can be partitioned
into several equally length intervals.

Step 2.Define fuzzy sets based on the universe of diseoarsd fuzzify the
historical data.

Step 3Fuzzify observed rules.
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Step 4 Establish fuzzy logical relationships and groumth#ased on the current
states of the data of the fuzzy logical relatiopshi

For exampleA - A, A - A ,A - A, can be groupedas: - A,, A A.
Step 5Forecast.

Let F(t-1) = A
Case 1.There is only one fuzzy logical relationship ire tfuzzy logical
relationship sequence.Af - A, thenF(t) forecast value is equal #9.
Case 2.If A - A,A,...,A, then F(t), forecast value, is equal to

ALAL LA

Step 6. Defuzzify.

Apply the “Centroid” method to get the results. Sprocedure (also called
center of area, center of gravity) is the mostrofeelopted method of
defuzzification.

3.2. Chen’s High Order Fuzzy Time Series Method

Chen proposed a method based on high order furzy series which
enable obtaining forecasts. The method proposedChgn produces more
accurate forecasts than the first order fuzzy tseges methods (Chen 2002).
The model given in definition 3 can be analyzedttoy high order fuzzy time
series approach. The steps of the algorithm aenddelow.

Algorithm 2.

Step 1.Define the universe of discourse and subintervals,, and D,
variables are defined based on min and max vafu#sei data set. Then choose
two arbitrary positive numbers which ai®, and D, in order to divide the
interval evenly.U =[D,,, - D,,D,,, +D,].

min

Step 2Define the fuzzy sets based on the universe obdise and fuzzify the
historical data.

Step 3Fuzzify the observed rules.

Step 4 Establish fuzzy logical relationships and grougnthbased on the current
states of the data of the fuzzy logical relatiopshBased on the linguistically
defined variables™ order fuzzy logical relationshig, , Ak A - Ajcan
be established. For example, the values of the yedr and i corresponds to
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fuzzy valuesA, and A, . Also, the values of the yeart 1corresponds to fuzzy
value A;. Therefore, % order fuzzy logical relationship can be written as
A,,A, - A . In asimilar manner, the more high order fuzmyidal relationships
and fuzzy logical groups fof"34"™ and other high orders are constructed.

Step 5Forecast and Defuzzify.
In this step, fuzzy values are defuzzified and fedcasts are obtained.

If the k™ order fuzzified history time series for yeamre A Ay s
and A, , wherek = 2, and there is the following fuzzy logical relatip in the
k™ order fuzzy logical relationship groups shownamfvs:

Ak'Ai(k—l)v'--vA“ - Aj,

where A, Ay.y,--A and A;, are fuzzy sets, and the maximum
membership value o»ﬁ\j occurs at intervauj , and the midpoint otjj is m;,
then the forecasted time  series of yeas m, .

If the kth order fuzzified history time series for ydaare Ay, Ay .-,
and A, , wherek = 2, and there is the following fuzzy logical relatip in the
k™ order fuzzy logical relationship groups shownamfvs:

A Ay oA~ Ap
A Agn A = Az
A Ay oA = Ay

where Ay, Ay A A Ay 5-and A, are fuzzy sets, then we can
see that there is an ambiguity to forecast the 8erges of the year (i.e. the
fuzzy data of year may be A;; or A, or...A;). In this case, we must find
higher order fuzzified history time series for yeasuch that there is no
ambiguity to forecast the time series of the yeaAssume that there exists an
integer m that can resolve this ambiguity, whene>k, such thatm™ order
fuzzified time series of year are A, A, ..., and A;, and there is the
following fuzzy logical relationship in the"" order fuzzy logical relationship
groups, shown as follows:

Ams Aoy A = A

where An, Ay s-A and A; are fuzzy sets, and the maximum
membership value oﬂj occurs at intervauj, and the midpoint oiJj is m;,
then the forecasted time series of yea m; .
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If the k'™ order fuzzified history time series for yeaiare A Aty oo
and A, , wherek = 2, and there is the following fuzzy logical relatiip in the
k™ order fuzzy logical relationship groups in whidtetright hand side of the
fuzzy logical relationship is empty shown as folkow

A Ay oA —#,
where Ay, Ay - and A, are fuzzy sets, and the maximum membership
values of A, Ay ..., and A, occur at intervalsuy Uiy ...and Uy,

respectively, and the midpoint af, U, ,.andu; are my,my_, ,...and
m, , respectively then the forecasted time series e#ry is calculated as
follows:
Ixmy +2x M) +---+kxmy
1+2+---+k

3.3. Aladag et al.’s Fuzzy Time Series Method

Algorithm 3.

In order to construct a high order fuzzy time semeodel, various feed
forward artificial neural networks (FF-ANN) architeres are employed to
define the fuzzy relation. The stages of the predosiethod based on neural
networks are given below.

Step 1Define and partition the universe of discourse

The universe of discourse for observatiotbs,= [starting,ending], is
defined. After the length of intervals,is determined, th&) can be partitioned
into equal-length intervalsu,,u,,....u,, b=1... and their corresponding
midpointsm;,m,,...,m, , respectively.

u, = [starting +(b-1) xI,starting + b x I] ,

m = [starting +(b-1 xI,starting + b x I]
y =
2

Step 2Define fuzzy sets.
Each linguistic observatior, , can be defined by the intervalsu,,...,u, .

A =TFyu)u +fu(u)/uy +-+f, (uy)/uy
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Step 3Fuzzify the observations.

For example, a datum is fuzzified té,, if the maximal degree of
membership of that datum is iy .

Step 4Establish the fuzzy relationship with feed forwaeiral network.

An example will be given to explain Step 4 moreade for the second
order fuzzy time series. Because of dealing wittosd order fuzzy time series,
two inputs are employed in neural network model, #wt lagged
variablesF (t - 2) and F(t-1) are obtained from fuzzy time seriégt). These
series are given in Table 1. The index numbérsof A of F(t-2) and
F(t —1) series are taken as input values whose titlesngeg-1 and Input-2 in
Table 1 for the neural network model. Also, theeinchumbers ofA of Fi(t)
series are taken as target values whose title igeTan Table 1 for the neural
network model. When the third observation is takemn example, inputs values
for the learning samplg [A6 ,Az] are 6 and 2. Then, the target value for this
learning sample is 3.

Table 1. Notations for second order fuzzy time serge

Ohbservation Mo Fyq g F, Input-1 Input-2 Target
1 -—- -—- Ay -—- --- ---
2 — | 4 4,
3 A, A, A, & 2 3
4 A, Ay A 2 3 7
] A, A, A, 3 7 4
& A, A, A 7 4 2

Source: Own preparation

Step 5Defuzzify results

The defuzzified forecasts are middle points ofriveiés which correspond
to fuzzy forecasts obtained by neural network$@grevious stage.

3.4. Yolcu et al.’s Fuzzy Time Series Method

Algorithm 4.
Step 1Time series are fuzzified by FCM clustering.

Let ¢ be the number of the fuzzy set, such tBatc<n where n is the
number of observations. The FCM clustering algamiih which the number of
fuzzy sets i is applied to the time series consists of crisjuea After this



14 Ufuk Yolcu, Eren Bas

application, the center of each fuzzy set is dateth Then, the membership
degrees for each observation, which denote a defreelonging to a fuzzy set
for that observation, are calculated with respedhe obtained values of center
of fuzzy sets. Finally, ordered fuzzy sets,,r =12,...,c are obtained according
to the ascending ordered centers, which are demyted,r =12,...,c

For better understanding, we consider a time sddtswith 8 observations
such as 20, 30, 40, 30, 20, 50, 60, 80.d-¢he number of fuzzy sets, be 3. When
we applied the FCM method to this data, the cetitabithe fuzzy sets and the
membership degrees of each observation, which dertloé belonging degree of
that observation to the related fuzzy set, arergive Table 2. According to
Table 2, the membership degree of belonging teéeend fuzzy séLz) of the
first observatiort =1 is Hi,(xy) = 0.0293.

Step 2Define the fuzzy relationship with FF-ANN.

The number of neurons in the input and output kygrFF-ANN, used
for determining fuzzy relationships, is equal te ttumber of fuzzy sets, c. What
the number of neurons in the hidden layer can bedacided via the trial and
error method to avoid a possible loss in the ghdftgeneralization of FF-ANN.

The architecture of the network was shown in Figumgith 3 fuzzy sets and 2

neurons in the hidden layer. In Figure'ul': (x) denotes the membership degree

of belonging to ith fuzzy set of related observataf time seriesx(t). Then,

the target values of FF-ANN are every membershigreks of belonging to ¢
fuzzy sets of the observation of time series ahitesthe inputs of the networks
are every membership degrees of belonging to ¢/faeis of the observation of

time series at t—1.
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Table 2. An example of fuzzification

Center of Set 1(V1) Center of Set 2 (V2 ) Center of Set 3(V3)

25.4718 51.3607 79.4108
Memberships of Observations to Fuzzy Sets
t  X({) set1(L,) set2(L,) set3(L,)
1 20 0.9625 0.0293 0.0082
2 30 0.9494 0.0427 0.0080
3 40 0.3608 0.5901 0.0490
4 30 0.9494 0.0427 0.0080
5 20 0.9625 0.0293 0.0082
6 50 0.0031 0.9948 0.0021
7 60 0.0497 0.7932 0.1571
8 80 0.0001 0.0004 0.9995

Source: The memberships and centers were obtaiaellGM algorithm based on X(t) by using
MATLAB.

Figure 1. The architecture of the feed forward netwdk with 3 fuzzy sets

My, (x(e—10) By ox(en
By, ix(e-10) Heix(e)
My (x(e-1)) Hegx(en)

Source: Own preparation.

The following logistic activation function is usedall layers of FF-ANN,
whose architecture was explained in Equation 5.

f(x) = (1+expEx)™ (5)

In the FF-ANN with this architectural structure iopal weights are
obtained by training with the learning algorithmveaberg-Marquardt. Thus,
the trained FF-ANN has learned the relationshipragrthe membership degrees
of the subsequent observations of time series.



16 Ufuk Yolcu, Eren Bas

For example, suppose that we consider the timeseiven in Table 2.
When we defined the architectural structure asrgineFigure 1, the input and
the targets of ANN would be as Table 3.

Table 3. An example of determine fuzzy relation

Training Input 1 Input 2 Input3 Targetl Target2 Target3

Sample Bpoxie-107 BLyXte-1 BioRie—1n Frgxoen  Blaxien BELXeD
1 2 0.9625 0.0293 0.0082  0.9494  0.0427  0.0080
2 3 0.9494 0.0427 0.0080  0.3608  0.5901  0.0490
3 4 0.3608 0.5901 0.0490  0.9494  0.0427  0.0080
4 5 0.9494 0.0427 0.0080  0.9625  0.0293  0.0082
S 6 0.9625 0.0293 0.0082  0.0031  0.9948  0.0021
6 7 0.0031 0.9948 0.0021  0.0497  0.7932  0.1571
7 8

0.0497 0.7932 0.1571 0.0001 0.0004 0.9995

Source: Own preparation.

Step 3Defuzzify fuzzy forecasts.

When it is desired to get the fuzzy forecast far dibservation &t firstly
the membership degrees of the observatidrlaare obtained from the equation
(5) associated with the centers of the fuzzy setg = 12,...,c) which are defined
by the method of FCM clustering. Then, these mesfiyerdegrees are given as
input of FF-ANN and the output is generated. Thestputs are actually the
membership degrees for the fuzzy forecasting valuthe observation at It
should be here noted that the sum of the degree®ibership is not equal to 1,
contrary to the FCM method. In the defuzzificatistage, the degrees of
memberships of the fuzzy forecast are put in Eqoaé given below and are
transformed into weights. And finally, the defuif forecast of the observation
att is calculated as in Equation 7, given below.

Uit

W, = — — 6
' Uy + Uy +ooeF Uy ©
~ C
X, = Zvvltvi (7)
i=1
g, ,i=142--,¢c denotes the membership degrees for the fuzzy

forecasting value of the observationtaibtained from the output of FF-ANN,
w, , t=12 ..., c are weights used for defuzzifying forecasts.
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Let’'s go back to the sample data set in Table hsttier that we have the
output of ANN for third observatio(t=3) like 0.35, 0.61, 0.12. In this case, we
obtained

W= = 035 =0.3241
U3 +Uy,;+Ug; 035+ 061+ 012

W= = 061 = 05648
U3 +Uy,y+Uy; 035+ 061+ 012

Wy =8 = 012 = 01111

(5 +0,,+0y; 035+ 061+ 012

3
X3 = Z\NiSVi =0.3251x 254718+ 0.5648< 513607+ 0.1111x 794108
i=

4. Application

Fuzzy time series methods have been used in alatbsreas such as
environmental science, economy and finance. Thecequin of labour force
participation and unemployment are of great impur¢ain terms of both the
economy and sociology of countries. For this reatftere are many studies on
the forecasting of these data. In this study, we ta forecast the labour force
participation and unemployment rate in Poland amkdy using different fuzzy
time series methods. The fuzzy time series methdush were used in the
application are given below;

Song and Chissom (1993b) : SC93
Chen (1996) : C96

Chen (2002) : C02

Cheng et al. (2008) : C08

Aladag et al. (2009) : A09

Yolcu et al (2013) 1 Y13

The forecasts obtained from the application wer@uated according to
the two different error criteria - the root Meanu&ce Error (RMSE) and Mean
Absolute Percentage Error (MAPE), given in EquatiBrand 9.
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(8)

n —_
MAPEzlzu (9)
n t=1 Xt

In the application, first of all the Turkey laboforce participation rate
time series data with 108 observations betweenalgn2005 and December
2013 in 11 different age groups, whose graph iufei@ is forecasted. In the
analysis, 12 observations of the previous year \gen as a test set.

Figure 2. The graph of the labour force participation rate in Turkey
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Source: The World Bank (http://data.worldbank.org).

The error criteria with the best results obtainedinf the analysis are
summarized in Tables 4 and 5.
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Table 4. The best RMSE values for the labour force péicipation rate in Turkey

Age SC9:¢ Coc CO0z CO¢ A09 Y13
1519  1.424¢ 1.424:¢ 1.216¢ 2.824: 0.939¢ 0.893¢
20-24 1.0468 0.7311 1.0219 1.6446 0.9784 0.8339
25-29  0.8366 0.4701 0.5243 0.8399 0.5585 0.5388
30-34 0.5725 0.4409 0.4049 1.0036 0.4082 0.3851
35-39  1.1127 0.6853 0.6724 1.9305 0.6108 0.5746
40-44 0.5765 0.5159 0.5925 0.9062 0.5573 0.5391
45-49  1.1577 0.6807 0.6810 1.5436 0.6649 0.6539
50-54 0.4316 0.4316 0.6625 0.7779 0.4088 0.3736
55-59  0.5557 0.5557 0.7544 1.9594 0.5656 0.5581
60-64 0.6246 0.6495 0.7069 0.9785 0.5392 0.5287

65+ 0.2343 0.2343 0.3069 0.4465 0.1994 0.1830

Source: The results were obtained by using MATLAB.

Table 5. The best MAPE values for the labour force pdicipation rate in Turkey

Age SC93 C96 C02 C08 A09 Y13
15-19 4.26% 4.26% 3.66% 2.82% 2.78% 1.12%
20-24 1.68% 1.14% 1.48% 1.65% 1.50% 1.12%
25-29 0.88% 0.57% 0.64% 1.07% 0.57% 0.64%
30-34 0.77% 0.59% 0.51% 1.31% 0.44% 0.48%
35-39 1.41% 0.72% 0.73% 2.53% 0.67% 0.55%
40-44 0.58% 0.54% 0.70% 1.14% 0.65% 0.64%
45-49 1.63% 0.89% 0.86% 2.29% 0.88% 0.74%
50-54 0.68% 0.68% 1.12% 2.06% 0.75% 0.61%
55-59 1.29% 1.29% 1.63% 4.14% 1.17% 1.25%
60-64 1.90% 1.98% 1.85% 3.19% 1.64% 1.39%

65+ 1.29% 1.29% 2.18% 2.68% 1.12% 1.17%

Source: The results were obtained by using MATLAB.

Secondly, the Turkey unemployment rate time sedeta with 108
observations between January 2005 and Decembernr2@13different age groups,
whose graph is shown in Figure 3, is forecastethénanalysis, 12 observations
of the previous year were given as a test set.
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Figure 3. Graph of the unemployment rate in Turkey
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Source: The World Bank (http://data.worldbank.org).

The error criteria with the best results obtainedinf the analysis are
summarized in Table 6.

Table 6. The best error criterion values for labour brce participation rate in Turkey

Methods RMSE MAPE Methods RMSE MAPE
SCO: 0.378: 3.37% CO¢ 0.648: 5.34%
C96 0.3787 3.37% A09 0.3299 2.63%
C02 0.4318 3.92% Y13 0.3389 2.74%

Source: The results were obtained by using MATLAB.

Also in the application, the Poland labour forceipigation rate time series
data, with 22 observations between the years 19@02811, and the Poland
unemployment rate time series data observed gyabietween January 2000 and
October 2013, the graphs of which are given inrfiéig4 and 5 respectively, were
analyzed. In the analysis, the last 4 and 12 ohBens were given as test set.

Figure 4. Graph of the labour force participation rate in Poland
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Source: The World Bank (http://data.worldbank.org).
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Figure 5. Graph of the unemployment rate in Poland
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Source: The World Bank (http://data.worldbank.org).

The error criteria obtained from the best resudtstfiese two time series
are summarized in Table 7.

Table 7. The best error criterion values for the timeseries in Poland

Labour force participation Unemployment rate
Methods RMSE MAPE RMSE MAPE
SC93 0.5232 0.52% 0.7937 5.64%
C96 0.5788 0.69% 0.7937 5.64%
C02 0.7025 1.01% 0.5583 3.76%
Co08 1.1306 1.51% 0.9781 8.02%
A09 0.468 0.58% 0.4539 3.49%
Y13 0.4058 0.49% 0.4365 3.63%

Source: The results were obtained by using MATLAB.

When all tables of the application stage were eradjiit can be said that
Y13 method is the best method among all methods insthis paper. This means
that the Y13 method gives the best forecastindteesamith a smaller error for the
estimation of the labour force participation anémployment rate of Turkey and
Poland for these data sets, when compared with seetieods in the literature for

use in forecasting.

5. Conclusions and Discussion

Fuzzy time series procedures, which have attraittedattention of many
researchers in recent years, have quite a wide airege, such as information
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technology, economy, environmental sciences ancblogy. Most of the real time
series data can be evaluated by fuzzy time sgf@®aches since the uncertainty in
these time series can be considered as uncertgifigd in fuzziness.

The unemployment rate and labour force participatette are the one of
the most important criterion of a country's develept. Estimating these rates
accurately and properly is very important in teohsaking anticipatory measures.
The estimation of these rates also give directiothé economic development of
the countries and shed light on the precautionbetdaken for the country's
economy.

In this study, we aimed to forecast the labour domarticipation and
unemployment rate in Poland and Turkey with difiéfazzy time series methods.

As a result of all the analyses, it can be saitftizay time series forecasting
models have superior forecasting performance ifotleeasting of time series such
as the unemployment rate and labour force partioipaate and can be used as
an effective predictive tool for this type of tirseries.

It can be also said that an important conclusiothisf paper is that when
fuzzy time series methods are improved, they wile geven better forecasting
results. Then problems such as the estimation empfoyment rate and labour
force participation rate, which have an importalaice in the national economy,
can be predicted more reliably. Thus, some premagiitan be taken to overcome
these kinds of problems in the upcoming years, lwhidl contribute to the
economic development of countries.
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Streszczenie

PROGNOZOWANIE AKTYWNO SCI ZAWODOWEJ
| STOPY BEZROBOCIA W POLSCE | TURCJI PRZY UZYCIU
METODY ROZMYTYCH SZEREGOW CZASOWYCH

Metody rozmytych szeregéw czasowych oparte naitebioréw rozmytych
zaproponowanej przez Zadeh (1965) zostalteupo raz pierwszy w badaniach Song
i Chissom (1993). Od tego czasu przy wykorzystamtod rozmytych szeregéw nie
obowizujg zalaenia wymagane dla tradycyjnych szeregdéw czasovB8adregi rozmyte
stanowy jednak skuteczne nadzie prognozowania, a zainteresowanie nimi jesazor
wigksze. Stosowane sv niemal wszystkich dziedzinach naukowych, takiklochrona
srodowiska, finanse i ekonomia. Szczegdlne znaczemwieszarze ekonomii i socjologii
majg zjawiska aktywndi zawodowej i bezrobocia. Z tego powodu istnigglerbada
z zakresu ich prognozowania. W niniejszym artyluyleorzystano wimnie r&ne metody
rozmytych szeregéw czasowych dla spdzenia prognozy aktyws zawodowej
i stopy bezrobocia w Polsce i Turcji.

Slowa kluczowerozmyte szeregi czasowe, prognozowanie, ak§awawodowa, bezrobocie



