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The paper contains some new results which exhibit the relationships 
between certain types of matrices with which one deals in the analysis 
of nonlinear dc networks.

Just recently, searching for a relatively simple method which 
would allow to localize the solutions of the general dc equation 
of nonlinear networks some new pure algebraical relations between 
certain very well known types of matrices have been established 
by the author. The subject of this paper is to report briefly on 
the most interesting and elegant results. There is no main idea 
here, the physical interpretations and potential applications are 
not important, all the theorems are elementary and clear at the 
first glance. Also the methods and tools applied below and con
ceptually simrle.

The **,-st section explains the basic notation and terminology.

I. NOTATION AND TERMINOLOGY

For an arbitrary positive integer n, the set of indices
1, ..., n will be denoted by 71. A square matrix is a real fun
ction on f x f where f  is some index set. If m  c 71 and if A is 
a matrix on 71 * n  we denote by A Cm) the principal submatrix of 
A corresponding to m. A matrix A = [ai;j] is said to be redu
cible if there exists a nonvoid f c n  , y> + m , such that = 0 
for i g y and j e 71 \ . A matrix is irreducible if it is not 
reducible. A matrix A is said to be nonnegative (positive) or



A > (>) 0 if ai;j > 0 ) 0  for all its elements. If A and B are 
two matrices of the same size we write B > (>) A for B - A  > (>) 0. 
We denote the n x n identity matrix by either or, when the
dimension is unimportant or is clear from the context simply by I. 
An n x n block-diagonal (block-triangular) matrix is said to 
possess the irreducible-block-diagonal (irreducible-block-trian
gular) form if each of its blocks on the main diagonal is an 
irreducible square submatrix. The phrase "diagonal nonnegative 
positive matrix" E> is used to describe a square matrix with only 
nonnegative (positive) elements on the main diagonal and with 
all other elements having the value zero.

An n x n matrix A is said to satisfy a weak (strong) row-sum
dominance condition if a., > (>) Z  I a,a I for each i e n  . Si-

11 j%l
milarly, A is weakly (strongly) column-sum dominant if and only
if its elements satisfy a.., > (>) £  la.. I for i e It . The class

11 j*l ' J1
of all weakly row-sum (column-sum) dominant n x n matrices is 
denoted by ( £>c ).

In [2] and [3] M. F i e d l e r  and V. P t a k have 
introduced the classes of matrices denoted by ( <J> ) and defined 
by any one of several equivalent properties:

(i) All principal minors of A are positive (nonnegative).
(ii) For each vector x # 0 there exists an index k e V. such 

that xkyk > (>) 0, where y = Ax.
(iii) For each vector x # 0 there exists a diagonal matrix 

Px > (>) 0 such that <Ax, Dxx> > 0 (<x, Dxx> > 0 and <Ax, Dxx>
>. 0). (<x, y> = S  x.y. denotes here the scalar product of the 

ie-n 1 1
vectors x = [x^ xn]T and y = [y1# Yn]T ).

(iv) Every real eigenvalue of A as well as of each principal 
submatrix of A is positive (nonnegative).

I. w. S a n d b e r g  and A. N. W i l l s o n  have
proved in [6] that another property can be added to the list of 
equivalent properties, namely:

(v) A  belongs to <PQ if and only if det (A + D) # 0  for every 
diagonal positive matrix D.

In part IV we formulate and prove yet another, topological,
property defining the class <P .o

For every square matrix A = [a^] of order n > 2 let P(A) = 
= [Pij] be a matrix of elements defined as follows:
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We denote by SQ the class of all positive semidefinite n x n 
matrices, i.e., satisfying the condition <x, Ax> > 0 for all n- 
-vectors x.

II. RELATIONSHIP BETWEEN DOMINANCE CONDITIONS 
AND POSITIVE SEMIDEFINITENESS

The following theorem plays the central role in this section.
Theorem 2.1 . Let n > 2. Then the classes & r, &c and SQ ful

fill the conditions:
(i) each of sets £> \ S , & \ S and S \( Sb u 2>_) isI. U L> O U I C

nonempty;
(ii) & r n 'c c S o ;

_1 i :«' i 3 i'ol
A 1 = 6 8 . e & r\SQ ; Aj e à>c \ SQ ; & 2 5 4

-  0  1  , 0 I

(iii) for every A e J6f( <3t>c ) there exists a nonzero nonne
gative diagonal matrix D such that DA e S q (AD € S Q ).

P r o o f .  It is easy to show the nontrivial matrices of 
order n > 2 which belong to \ SQ , \ SQ and SQ\( & r U JSC ), 
respectively. For example

6 S0 \U5ru*fcl

where I denotes the (n-2) x (n-2) identity matrix.
The inclusion (ii) is an immediate consequence of the follo

wing proposition.
Lemma 2.1.1. Let A  be an n x n matrix whose elements a —  sa

tisfy the condition a., > £  ( | a • ̂ | + | a -. | ) (i s n  ). Then
^ i%i J

A e S Q.
TP r o o f .  With an arbitrary chosen vector x = [x^, ..., xR] , 

consider the scalar product

<x, Ax> = Z  a . jX . x ■ = T. a . . x? + 4  Z  (a,. + a..) x,x. = i,j iJ 1 3 i 11 1 ifj 13 ]i 1 1

■= 5:P [aü  - è j S  ( i-iji + «‘n u ]  + i  “ 0

+ laj i » * i  + I  ^ ‘ » i j  + aji> xi x j = = [aü  -



" 7 j £  <1*^1 + IajiI>] *i + 7 ^  (laijl + lajil><xi +
iij

+ x j > + 7  + a ji> x i*j ■ =  [a ii - < 1 ^ 1  +
iij

+ Ia-j i I )] xj + 1 jE (|aij| + |aji|)(|xi | - |xj(,2 +

+ K f j  [(|ai j ( + |aj i f) |xix jl + (aij + a j i ) x ix j] * 
iij

According to the assumption concerning the elements of A we 
have <x, Ax> > 0, i.e., A belongs to S .

To prove the last part we need

* " rH jLemma 2.1 .2. For every matrix A = [a^j] of order n > 2  there 
exists a nonzero nonnegative vector d = [d1# ..., dn]T such that

P(A)d > C (2.1)
P r o o f .  Assume that P(A)d° ) 0 for the matrix P(A) and a

vector d° = [d°..... d°]T , i.e., P(A)d° = c with c = [c^ ...,
i x

cn-l  ̂ ®' Adding all equations of this system we find that
0 = 2^ ci( hence immediately c = 0. Therefore, we can suppose

P(A)d° = 0 (2.2)
instead of the corresponding inequality. The necessary and suffi
cient condition for (2.2) to have a nonzero solution is that the 
matrix P(A) is singular. As it is easy to show that det P(A) = 0, 
one can assume d° to be nonzero. When d° is nonnegative, the 
theorem is proved. Thus, suppose the first r coordinates of dc 
are negative, i.e.

d? < 0 for i ^ r
where 1 « r « n

d° » 0 for 1 > r

(by an appropriate interchange of rows and columns of P(A), we can 
do it without loss of generality). If r = n, then the vector 
-d > 0  satisfies the desired conditions. Let r < n. Adding the 
first r equations of (2.2), we have



whence = 0 for 1 4 i < r and r+1 < j < n, but then the 
vector d° = [d°, ..., d°]T defined as follows

d° = -d° for i 4 r, 

d° = 0 for i > r

is the desired one. In this way, we proved that the proposition 
is always true (see the more general theorem 5.9 in [2]).

Now the theorem 2. 1 (iii) is easy to prove. Namely, we will 
show that if d = [dlr ..., dR]r satisfies the conditions of 
Jerana 2.1.2, then one can assume D = diag [d^, ..., dR]. Consider 
the scalar product

<x, DAx> = diaijxix:j = Z  diaiix^ + Z^ =

iij
= Z  dA (aii - Z^ I ai j | ) x? + Z  jZ  dĵ  | ai j | x^ +

+ diaijxixj = f  di (aii ‘ laijl> xi +

+ Z. di |aij| xf + Z jdi ( IaAjXlxa I + a ^ X j )  + 
iij i*J

" ^  j di laijxixjl = ^  di (aii ‘ ̂  laijl) xi + 
iij

+ £  di (laijxixj | + a.jX.Xj) + tZ  di |*±jI x? - 
i*j iij

' I  f ^ i  Ia ij I tx i + x j ' ( lx il _ Ix j I)2 3 = 
iij 

= f  d i (aii - = 1 la ijl> x i + £ . d i ‘ l^ijXiXjl +

iij
+ ai jxixj ) + \ T. di | ai j I ( I xi | - |xj |)2 +

+ ± Z  xf (d. Z  |a. . | - Z  d, |a .. | ). 
z i 1 i 1*fi i*ti J

Since (2.2), the last term of this expression is 6quai to 
zero so that finally <x, DAx> > 0.

Now suppose A s S  , then obviously AT e J6„ and DTAT e S„v* i O
for an appropriate choice of D. But then also AD = (DTAT )T e SQ.



This completes the proof of theorem 2.1 .
The most interesting and important is the case (iii), also 

from the point of view of practical applications. It is easily 
seen that the multiplication by the diagonal matrix D establishes 
an elementary parallelism inside the class of the dominance ma
trices, namely, transformes the sets .®r and £>c into &r n SQ and 
^c n so' respectively.

The solution of (2.1) is only one of many possibilities to 
get a matrix D such that DA 6 S . Unfortunately, I do not know 
another way to determine, effectively for given A, a matrix D 
which could have the mentioned property. Indeed, the necessary 
and sufficient conditions for D to satisfy the condition DA e SQ 
can be specified (see theorem 2.3) but their practical usefulness 
is small.

Having established a practical method for getting the vector 
d > C (and simultaneously the matrix D) a natural and important 
question to arise is: How many components of d can be equal to 
zero and when?

Theorem 2.2. Let A 6 £>r be of order n > 2. There exists an 
n-vector d > 0 satisfying (2.2) if and only if the matrix A can, 
via an appropriate interchange of rows and a corresponding inter
change of columns, be brought to the irreducible-block-diagonal 
form.

P r o o f .  (if part) Suppose that it is possible to bring 
the matrix A to the required representation. Then, which is easy 
to verify, the matrix P(A) is also block-diagonal. It may hap
pen that one of its blocks is of order 1, then, of course, it 
must contain 0 because the corresponding part of A possesses a 
diagonal structure. Let B = [b^] denote one of such irreducible

c

ns„on the left

Fig. 1. A symbolic configuration of the sets <®r> JSc and So



blocks of A and P(B) the corresponding block of P(A). By what
has already been proved, there exists a nonzero nonnegative b-
-vector f = [flf ..., fb]T such that P(B)f = 0. When b = 1, then
P(B) = [0] and we can take f > 0. Let B be of order b > 2.
Without loss of generality, one can suppose f ̂ = 0 for i 4 r and
f, > 0 for i > r, where 1 4 r < b. Adding the last b-r equa- 
7 b rtions of the system P(B)f = 0 we have £  £  f, lb..1 = 0

i-r+1 j-l 1 ’lJ
whence bi;j = 0 for i > r, j « r, i.e., the matrix B would be re
ducible. But that is impossible. By choosing an appropriate 
vector f > 0 for each of blocks one constructes the whole de
sired vector d.

(only if part) We will prove this part by induction on the 
order of A. If n = 2, the equation (2.2) is of the *orm 
Iai2 l^i"Ia2lI^2 = 0 hence a ^  and a21 are both either equal 
or not equal to zero, i.e., the theorem holds. Suppose our propo
sition is true for all natural numbers < n-1 and consider a ma
trix A having order n > 3. If A is irreducible, then the pro
position holds for chosen n. Thus, assume A to be reducible. 
Without loss of generality, let us take a ^  = 0 for 1 > r, j < r,
where 1 $ r < n. Adding the first r rows of equation (2.2), we 

r n
obtain £  £  d( |aH | = 0 , hence a ^  = 0 also for i 4 r,

i-1 j-r+1 1 *0
j > r, i.e., the matrix A is of the block-diagonal form with 
the first of blocks of order r < n and the second one of order 
n - r < n. By the induction hypothesis, each of these blocks can 
be brought to the required representation and, consequently, the 
same is true for the whole matrix A and the theorem holds for n.

On the base of the condition (iii) it is possible to construct 
a new class of matrices which is a little larger than J6 and SQ . 
We denote it by $0 and define by any one of the following equi
valent properties.

Theorem 2.3. The following three properties of an n x n matrix 
A are equivalent:

(i) for each of the principal submatrices A(37Z) of A there 
exists a nonzero nonnegative diagonal matrix such that
*>mM7n) e So ;

(ii) for each of the principal submatrices A(m) of A there 
exists a nonzero nonnegative diagonal matrix such that 
at (ot) d w  + vm A(7n) e 9 0 ;

(iii) all blocks on the main diagonal in one of the irredu-



tble-block-triangular forms of A may be represented as the pro-
i act DS of a positive diagonal matrix D and a positive semidefl- 
nite matrix S.

P r o o f .  To establish equivalence of (i) and (ii) we for
mulate the following useful proposition (see [4], problem 1210b).

Lemma 2.3.1. For a quadratic form f to be nonnegative it is 
necessary and sufficient that all principal minors of its matrix 
be nonnegative.

Now, suppose A(37Z) is one of the principal submatrices of A 
and Vyfi a nonzero nonnegative diagonal matrix and consider the 
scalar product <x, A( Til )x> = xTDm A(7TC)x. This expression is a 
quadratic form having the matrix (I^AdTfZ) )T ♦ D^AtTK)) or equi

valently ■̂(AT (7n)Drn + Dm A (772)) - Making use of the above lemma 
and of the definition of the class $>0 we conclude 
that <x, A(77Z)x> > 0 for every x (i.e., also D^AOft) e SQ ) 
if and only if AT (m) t>m  + D ^ A i m )  e <S>Q.

Lemma 2.3.2. Every reducible matrix A of order n > 2 can, via 
an appropriate interchange of rows and a corresponding interchan
ge of columns, be brought to the irreducible-block-triangular 
form.

P r o o f .  First, assume that we prove the theorem on an 
additional assumption that the zero blocks in the block-triangular 
form of A lie above the principal diagonal. Obviously, our theo
rem holds for the second-order matrix A. Suppose the truth for 
all matrices of order < n-1 and focus attention on an arbitrarily 
chosen reducible matrix A of order n  ̂ 3. By definition, there 
exists a nonvoid set f> c « and 'pi-li such that a ^  = 0 for i e p  
and j e Let us carry all rows whose elements have the first
of indices belonging to 79 to the first positions of A successive
ly interchanging each of them with all abovelying rows and then 
perform the corresponding symmetrical interchange of columns. 
Finally, we obtain a zero matrix in the upper right-hand corner 
of A, i.e., A is of the following block-triangular form

-a i _!_°;
B ! A2

where each of matrices A^ and Aj is of order < n ( fi is nonvoid) 
and can by assumption, be brought to the required form (the place 
of the zero part of A remains unchanged). Hence the proposition 
holds for n and the proof is complete.



We can suppose there are exactly r diagonal blocks 1 < r 4 n 
denoted by A^, A 2, . .., A r, respectively:

A. ' 01 1
A = iT 

'
!

(if (iii) then (i)) Suppose the n x n matrix A has the men
tioned property and let A^ = D.. S ̂ (i = 1, ..., r; 1 { r i n) deno
te its diagonal blocks with their corresponding decomposition. Let 
D = diag [D1, . .., Dr] = diag [d^, ..., dfi] . We will show that 
then (i) is true. It is immediate for r = 1 because then A = 
= and = D11( m ) is the desired matrix. Thus, take
r > 2 and choose an arbitrary submatrix f\(7(l) of A with m  =
= {k^, ..., kg}, 1 4 k^ < ... < kg 4 n. Let the element ^

s s
belong to A^ and suppose ku , ku+1, ..., ks are these and only 
these indices g from 7TC for which the element agg belongs to Aj. 
A (Til) is also of the block-triangular form with the submatrix 
A({ku , ..., kg )) located on the main diagonal in the lower right- 
-hand corner of A(7tt) (this submatrix can be reducible). Then

- diag[0, ..., 0, d^ , . . . , dk ] having zeros on the first
u s

u - 1 positions of the main diagonal is such a matrix that
e V

(if (i) then (iii)) Suppose A is brought to an arbitrary of 
its irreducible-block-triangular forms and let A fulfill (i). For 
A of the first order, (iii) holds. Thus, assume A to be of 
order > 2. Choose an arbitrary diagonal block E = [b^j of order 
b. For nontriviality, let b > 2. B is a principal submatrix of 
A. Therefore (i) holds for B, i.e., there exists a nonzero 
nonnegative diagonal matrix D = diag[d1( ..., db] such that C = 
= DB s SQ . Suppose, without loss of generality, that the first
1 4 r < b-1 diagonal elements of D are zero. But then in C = 
= [Cij] there are only zeros in the first r rows. We will show 
that only zeros must lie in the first r columns as well. The ma
trix C € s , i.e., for every vector x the scalar product <x, Cx> 
is nonnegative. Let b^j t 0 (i.e., also c —  # 0 ) for a pair (i,j) 
chosen so that i > r and j < r and take such a vector x whose 
the jth component is equal to (20^  + d ^ / c ^ ,  the ith one equal 
to -1 and all other elements are zero. Then



2c.. + d.
<x, Cx> = (-1) (— ■■■■ • ci:j + (-1) ci;L) = ~(cii + d ^  < 0

because d^ > 0 for i > r and > 0 as a diagonal element of 
a positive semidefinite matrix C. Hence, it must be b ^  = 0 for 
all i > r and j < r, which is a contradiction because B is ir
reducible. Therefore, D must be positive and the required repre
sentation B = D_1C is possible.

Note here, it is very difficult to verify if the given matrix 
A with the diagonal blocks of order greater than 3 belongs to &Q .

III. CLASS <P AND DOMINANCE CONDITIONS

The theorem stated below establishes the relationship between 
the dominance conditions and properties defining the class <P.

Theorem 3.1. An irreducible weakly row-sum (column-sum) domi
nant matrix A of order n > 2 does not belong to the class if 
and only if it satisfies the condition

P(A) = DATD (I>(AT ) = DAD) (3.1)
where D is a diagonal matrix having each of diagonal elements 
equal to either 1 or -1. If this condition is satisfied, then 
all principal submatrices of A of order less than n belong to <P.

P r o o f .  (if part) Trivial because of the singularity of A 
resulting from (3.1).

(only if part) This part of the proof is based on the follo
wing lemma.

Lemma 3.1.1. An irreducible weakly row-sum dominant matrix B = 
= [b¿j] of order n > 2 is singular if and only if

P(B) = DBTD
for a diagonal matrix D with diagonal elements equal to 1 and -1.

P r o o f .  The "if" part is again obvious that is why we will 
prove that the conditions imposed on B imply the required repre
sentation. Suppose that an irreducible weakly row-sum dominant 
matrix B = [b^j] of order n greater or equal to 2 is singular. 
Then there exists a nonzero vector y = [y1, ..., y ]T such that
By = C. Without loss of generality, we can assume |y1| = max|y.|

1 ien 1
and let |yi| = |ŷ | for i  ̂ r, where 1 ^ r < n. Of course |y^| > 
> 0. First, let r < n, then for each i  ̂ r:



0 = Y i (bn Y i + bi j y j ’ = (bü  - =4 yi  +

+ ĵ i lbtjI lyil (lyiI + yjSgnfbijYi))-

That is possible only if bii = |bi;j| and lbijl ( | |  +

+ yjSgn(bi;jyi)) = 0 for j#i. Let us now consider the indices 
j > r, then |yj| < |yi| for an arbitrarily chosen index i < r, 
i.e., |yi | + YjSgnlb^y^ cannot be equal to zero and as an imme
diate implication bi;. = 0 for each i 4 r and j > r, which is a 
contradiction because B is irreducible. Hence r = n, i.e., all 
the components of y are nonzero and of the same absolute value, 
for example, let the components of indices belonging to 0 / m  c 1Z 
be equal to 1 and all other equal to -1. Then for an arbitrary
index i e n  we have £  b - - £  *><■!= 0, hencejem je H\m

0 = (b±i - £  |b..|) + £  (b., + |b,,|) +11 J« jeW\{i) i '̂

j e n\m
(| j |  - bi j) when i e Hi

and
0 = <£ |b±i | - bti ) + £  (b., - | b • • | ) + E  (-b..

J« 13 11 j e m  lj 13 je(7l\m)Mi} 1]
| bi j | ) when i e Ti \ Wi

Consequently, bu  = |bi;j| for all i taken from 71 and 

either

bij
- | b± j | for j e TO\{i)

when i e TO or b ..j- vs UJ. u ■ »
bij | for j e 71 \ TO 13

when

|bi;j | for j e to

- |bi;) | for j e (n\m)\{i}

i e n\m. Consider the diagonal matrix D = diag[d1( ..., dn] 
of elements defined as follows: dx = 1 for i 6 TO and d.̂  = -1 
for i e 1T\TO. It is easily seen that the matrix D defined in such 
a way satisfies the formula i>(B) = DBTD.

The above proposition enables us to prove the main result. 
Since A taken from £>r does not belong to 9 but, of course, still 
belongs to 9 qI there exists a principal submatrix A (zn) of A



which is singular. We will show that m  = 71 . By an appropriate 
interchange of rows and a corresponding interchange of columns we 
can assume that Til = {1, m) and that A(17l) has already been
brought to the irreducible-block-triangular form (see theorem 2.3) 
having A-^lTO) At(7K) as its diagonal blocks. But in this
case, det A(7JZ) = T1 det A^CJTC) and there exists an index j « t 

k«l
such that Aj(OTl) is singular. Obviously, Aj(flZ) is also weakly 
row-sum dominant and irreducible so that, by lemma, P(A^(Wl)) = 
= If m < n this formula implies the conditions
a —  = 0 for all i 4 m and j > m which, however, are impossible. 
Thus m = n and the decomposition (3.1) follows from our lemma. 
Clearly, each of principal submatrices A(W1) /A, because of its 
nonsingularity, must belong to the class .

Now let A e o6c not belong to 9, then A* e !k>x and £ 9 
and the first of formulas (3.1) implies the second one.

This theorem shows the case in which a weakly dominant matrix 
does not belong to the class is rather very specific and, by 
given formulas, can be easily identified.

IV. NEW PROPERTY OF <S>Q-CLASS

To prove the main result of this section, an additional ter
minology is needed. Let, for n, 7 n denote the collection of 
mappings of the n-dimensional Euclidean space En onto itself de
fined as follows: F(•) e <Fn if and only if there exist, for
i e 71 , strictly monotone increasing functions mapping E 'L

onto E1 such that for each x = [x^, ..., xn]T e En, F(x) = [f-̂  
(x^), ..., fn(xn )]1. This class of functions plays a central role 
in the analysis of nonlinear electrical networks (see only the 
first works [7] and [5]).

The mentioned new property of the class <P0 can be formulated 
as follows.

Theorem 4.1. An n x n matrix A belongs to if and only if
for every L(-), H( • ) e 0=° the set

V  = {x e En : -L(x) « AX < -H(X)}
is bounded.



P r o o f .  (if part) Suppose A does not belong to <PQ , then 
there exists a diagonal positive matrix D such that det(A + D) = 
= 0 (see property (v) in part I and the set

V  = {x G En : -Dx « Ax « -Dx) 
is unbounded although L(x) = H(x) = Dx e F n . Hence A e <5>o .

(only if part) We apply induction on n. The proof is obvious 
for n = 1. Suppose the truth for n-1 > 1 and consider the set V  
where L(x) = [l^x^, ..., ln(xn )]T , H(x) = [h1(x1),...f hn (xn )]T,
n > 2. Choose arbitrarily x e V  . Since A e <J>o> there exists an 
index k e V. such that xk (Ax)k > 0 (property (ii), §1), so that
if xk > 0, then xkhk (xk ) ^ 0 and automatically min(0, hĵ 1 (0)) 4
< xk  ̂ max(0, hĵ 1 (0)); if xR < 0, then xklk (xk ) 4 0 and as
above min(0, 1^X.( 0)) 4 xk 4 max(0, lj^fO)). Let ak = min(0, l^1 (0),
hk1(0)) and 0k =max(0, lĵ 1 ( 0) , hĵ 1 (0)), then always a]c < xk i 0k .
The kth component of x is thus bounded. Now consider the set

■V = {X e En”1 : -I(x) ^ A(71\{k}) x 4 -H(x)} 
in which x = [x^, ..., xk.1( xk+1„ ..., xn]T , I(■) = [3^1 •), ...,

^k-1*"'' ^k+1*"^' •••' ^n* ’ ̂  with 1 j <x j > = ’ âjk^
max(aksgnajk, 3ksgnajk) and H( •) = [h^-), ..., hJc_1 ( - ) , hk+1<‘>,

— ip _
..., hn (*)] with hjfXj) =-h j (x j ) - I a jk |min( c«ksgna jk , ßksgnajk).

Of course, t ( • ) , H( • ) e !Fn_1 and A ( 7Z\{k}) e ®Q hence, by the
induction hypothesis, there exist a j, ß^, je Ti\{k} such that
Oj 4 Xj 4 and, finally, V  is enclosed by the parallelepiped

X < a. ; ß.> and therefore bounded, 
jett 3 3

The presented material has some practical applications. For 
the details, the reader is referred to [1].
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PEWNE NOWE TWIERDZENIA 0 MACIERZACH WYSTĘPUJĄCYCH W ANALIZIE OBWODOW

Praca zawiera pewne nowe rezultaty ujawniające związki zachodzące pomiędzy 
niektórymi klasami macierzy występującymi w analizie nieliniowych obwodów dc.


