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1. INTRODUCTION

The correct assessment of the dependence strutuwag cross-sectional
observations is one of the most important problémspatial econometrics.
Ina standard approach researcher is obligateddoifgpa set of spatial neigh-
bours for each location which is used for assessirthe spatial stochastic pro-
cess where the covariance structure is modelledertty by the relation
of membership in the set of neighbours (Anselin Bach 1998, pp. 237-289).

For a classic spatial autoregressive SAR modetiass-sectional observa-
tions with normal disturbances= pWy +Xp+u, u~N(@O,0°1), Y(Nx1)
is a spatially lagged endogenous variable &ijNxK) matrix of observations
onK exogenous variables, where matv is a givena priori spatial weight
matrix representing the neighbourhood structwie=(1 - if the locations and]
are neighbours and zero otherwise).The specificatfomatrix W is a matter
of considerable arbitrariness and should be dotie avgreat attention. Typical-
ly, in regional science, the spatial weight masjcare based on distance rela-
tionship and contiguity (Anselin 1988). Howevet, Uis notice that in some em-
pirical studies these matrices may be insuffici@mong others, cf. Deng 2008,
pp. 26-51).

As an example, Dacey in (1968) defined a non-symmepatial weight
matrix that combined the relative area of spatratsuwith a binary contiguity
factor and relative length of border between spatidts. Similarly, Cliff and
Ord (1981) suggested a combination of distance ummeaand the boundary
measure. On the other hand Bodson and Peeters)(Iifé&duced a general
accessibility weight matrix that combined the iefhice of several channels
of communication between regions with the relaiivportance of the means
of communication (such as roads, railway lines)etod the distance between
spatial units. Alternatively, Besner (2002) presednai model with the spatial
weight matrix constructed on the basis of simijaniteasures in socio-economic
variables. Recently, Getis and Aldstadt (2004) sstgfd a model where the spa-
tial weights are constructed using the Getis-Orti@al statistic (cf. Ord and
Getis 1995, pp. 286—-306).
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Most of the above solutions for spatial weight neals are asymmetric and
they attempt to differentiate the strength of sgadependence. However, they
all incorporate unknown parameters in the weiglhts. noticed by Anselin
(1988) this can create estimation and interpratapimoblems as well as lead
to the inference of spurious relationships. Givee application difficulties
of the parameterised weight matki an alternative approach has been demon-
strated in Deng (2008). The author proposed a génavdel in which parame-
ters associated with the spatially lagged dependamnéble term are the argu-
ments of a non-linear function which constitutegeaeral weight matrix.

According to the field of research different contsepf distances or neigh-
bourhood are considered, since different factossiltan spatial dependences
or directly affect it. For example, in some cades tesearcher must take into
account isolated units without any direct geogremhtconnection with other
regions. Sometimes it may seem to be appropriade/aysify the strength of the
influence of the neighbours. For instance, theiapdépendence of commercial
activities between a municipality and its surromgdirural area appear
to be asymmetric. As a result the spatial strudntreduced in the model some-
times should represent not only geographical atibut also socio-economic
interactions such as commuting and trade flow eneathnic linkages and many
others. As the spatial weight matrix is, in facgant to approximate the true
spatial relations (regardless of its nature) itnseehat it is justified to let for
even more flexibility in the representation of gpatial structure.

The objective of this paper is to present some rksnan a procedure for the
analysis of multidimensional spatial dependenceacsire in spatial, time and
space-time context. In this study we discuss tka mfmultidimensional spatial
weight matrixand multidimensional spatial coefficient matrixhich give the
opportunity for better description of the complgtattern of the dependence
structure (cf. Olejnik 2012a).The model with aduthitl time dimension allows
for more detailed analysis of the spatial relationserms of stability of space,
time and even investigation of time lag in the spatructure. The remainder
of this paper is structured as follows. SectiontPoduces the general idea of the
multidimensional spatial weight matrix with a ségy for incorporation of mul-
tidimensional matrix into a spatial econometric mlod-inally, Section 4 pro-
vides a summary and some concluding remarks.

2. MULTIDIMENSIONAL SPATIAL WEIGHT MATRIX

Spatial autoregressive model contain spatial pa@memultiplied by the
spatial weight matrixV. Then it is impossible for various degrees ofetiéht
types of spatial influence to be estimated in thedeh The general concept
is to let the spatial weight matrix be a matrixtwihore than two dimensions
and, as a result, better describe the spatialactiens of the cross-sectional
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units. The natural consequence of this is thatsiheial autoregressive coeffi-
cient p becomes at least a vector of parameters. Appsrestich idea
is a straightforward generalization of standardcegh and enables more com-
plex analysis of the spatial relations.

We assume that the elements of the multidimensigpatial weight matrix
are derived from information on the spatial arranget of the observations in
its general sense. All elements of the multidimenai spatial weight matrix
must be positive and the matrix itself must be olzdg#e and exogenous. The
last assumption is especially significant for thgedfication of the socio-
economic interactions, where a great attention fnegiaid to avoid the endoge-
neity problem.

Employing multidimensional weight matrix allows foonsidering in one
model several sources of dependency between spaiisl at the same time.
In this paper, for simplicity of presentation, vestrict our examples to the case
of three dimensional weight matrix (cf. Olejnik Z&i 2012b). Then, in the case
of the three-dimensional spatial weight matrix eatice’ of the matrix can be
a separate, independent weight matrix itself so tthemultidimensional spatial
weight matrix can incorporate several measureapsgiad relationships. For
example, one slice can describe purely geographitadactions, other can con-
cern economic, social, political and trade or ethelations. The additional di-
mension in the three dimensional weight matrix Ww#l called shortly theco-
nomic dimension

In some cases, establishing the proper structutbeokpatial interactions
may require considering explicitly a three dimensiospace. For example, the
third dimension could be the size of the entergrizeeven the level of the de-
velopment of the spatial region. We expect thagdameighbouring enterprises
interact differently from the small ones. Similargpatial interactions between
neighbouring high-developed regions are differemnfthe low-developed ones.

Let us propose the following notation (cf. Oleji@R12a, 2012b, Suchecki
2012):

y =pDy +XB+u u~N(O,02I), 1)

where the spatial structure of the process is sgmted by the general expres-
sion pDy. The matrixD denotes a multidimensional spatial weight matrix o
dimension NxP1xP2x...xPRxN, while is a multidimensional spatial coeffi-
cient matrix. The form oD andp depends on the subject of interest of the em-
pirical study. In the expressigsgDy we use a multidimensional multiplication
which is determined by the dimensions Df and p (cf. Olejnik 2012a,
2012b).Henceforth, the model incorporating a mutighsional spatial weight
matrix D of the form (1) has been called thMultidimensional Spatial Auto-
regressive ModgIMSAR) (cf. Olejnik 2012a).
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In some applications of the New Economic Geograpkyry it may appear
to be useful to employ a three dimensional spatebht matrix which distin-
guishes the strength of influence between core maripheral regions (Fujita
1999). Let us consider the case in which we hddifferent spatial units. Thus,
from a set of alN regions we can choose a subset of regions beaad ¢entres
with high level of technology, employment and witigh potential for innova-
tion and growth (e.g. metropolitan regions). Therefit seems to be reasonable
to assume that core regions have not only greemgacét on their neighbours but
also interact within greater radius than the pexiphones as they affect more
distant regions e.g. due to extensive trade orialpeed labour market. In the
following example the three-dimensional spatial giei matrix will take the
form of two layers (flat matrices) revealing ther@ulistant effect and core re-
gions effect. Therefore, the first layer of the rxatepresents the geographical
proximity whereas the second one considers onlg cegions and their wider
range of neighbours. Let us defi§g) as a set of neighbours of regioire. a set
of nearest neighbours affected by regjoor regions located within a certain
radiusr from the centre of region Furthermore leC be a set of core regions
selected from alN regions andSCbe a set of neighbours of core regions (i.e.
regions located within a greater radiusir, or larger number of nearest neigh-
bours). Then, the matrR is of dimension®x2xN with elements defined by

D = 1 foridS(j)
W10 otherwise

_{1 for (i0SC(j)0jOC) @

0 otherwise

In this simple example we associate one paramdteraNtayer. The param-
eterp; connected with the first layer reflects the spatependence of pure geo-
graphical effect. From the definiton of matrixD (equation
Btad! Nie mozna odnalezé zrodta odwotania)) it can be seen that the parameter
p» associated with the second layer express the tdvainditional spatial effect,
namely how regions 'surrounded' by core regionsefitefrom their location.
However, it should be emphasized that the preaitegpretation of this parame-
ter is not straightforward. Indeed, the changeu liy neighbouring, but not core
regions, byg in neighbouring core regions and fpyn neighbouring core, but
distant regions (distant with radius greater thamd less than.), ceteris pari-
bus change the dependent variapley:

'Ol(aZj:iD(S(j)\SC( ) DilJ' +ﬁz FiO(SS( Dn K )) Dilj )+

+p2 ('BZJ:iD(SC(j)nS( D) Di2i +Vz Fio(sa )\ D) DI P )
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It is noteworthy that this kind of matrix may bedresting not only from the
viewpoint of empirical studies. Let us notice tiatloes not satisfy the, some-
what demanding ‘row-wise orthogonality condition’:

(D, D, =0).

ikj |2k i

20)= (O

(cf. Anselin and Smirnov 1996; Anselin and Bera 89Nevertheless it is still
a proper spatial weight matrix which can be inthl into an econometric
model.

The extension of the MSAR model with the additioiale dimension al-
lows the researcher to look at thpatial coefficientin a different way; now
it is a vector of parameters rather than a singl@ber. At the same time with
time dimension added the ability to estimate addal parameters is enhanced.

The motivation for multidimensional line of thinkjnhas been the need
to solve some issues concerning regional developmé¢he EU. To conceptual-
ize the idea we focus on a number of problems denisig NUTSII regions
(cf. Olejnik 2012b).In a classic approach we assgemgraphically neighbour-
ing regions do interact with each other and theseractions are the same within
and outside countries. However it does not necgssdlect the true spatial
structure. Similarly the assumption of the sameguaav spatial interaction with-
in and outside the Euro Zone might be too restectCorrespondingly the same
dubious issues arise for old or new EU countrieside and outside Schengen
Area or other historically or culturally close oistnt regions. Therefore,
it seems to be justified to test whether all of thgions of interest influence their
neighbours in the same way. Let us notice thattithe dimension gives new
‘spatial’ possibilities to account for spatial dedence in terms of more possible
spatial parameters to estimate. As a consequeng®yng the time dimension
raise the question whether the power of interaat@nains the same over time.
Finally is there any time lag in the spatial intgi@n? Therefore in this section
we propose a methodological solution to deal with problems mentioned
above by presenting tiMultidimensional Spatial Panel ModéVIPSAR.

Following Paelinck (2012) the dependence shoulddmpted to the specific
region since every region has its own level of eooie activity. In particular, as
the transport flows are different in urban and lruegions the spillover effect
may vary from region to region. Let us assume thatspatial coefficient diver-
sified across some groups of regions and is constithin the groups. Let
P={p} denote the set of all possible spatial coefficsenTherefore, with
N spatial observations the maximal cardinality of #et is alsd\. In classic
spatial setting the estimation of such econometidel is not feasible. In space-
time case however theoretically one can considiémaston of the parameters
over the time dimension obtaining different spataéfficients for each or al-
most each location (assuming tHais sufficiently large). If the number of time
observations is relatively small one can still cdesa coefficient for a few spa-
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tial locations. Henceforth we will call the formas theocal spatial effech; and
the lattergroup specific coefficient'.

Therefore, in the first case thecal spatial effech; measures the power
of spatial interaction for a specific locatiomvith its neighbourd(i) over time.
In particular it indicates the strength of influenaf regioni on its neighbours
or how the neighbours affect regionAlternatively, we could exclude some
locations and focus (within one slice of the mulftidnsional weight matrix)
on only a few regions of interest. It should be bagised that in our model the
set of neighboursl(i) is allowed to change over time as the spatiabhteina-
trix can change over time (eg. differett' for old and new Schengen Area).
In the same manner, the power of interaction wighneighbours may change
over time.

The group spatial coefficientpt’averages spatial effect within a group
of interest. For example, considering the EU regjiame subject of interest
might be spatial spillover effect separately amoag-member and old-member
countries. The group spatial coefficient for thestficluster accounts for spatial
interaction specific for new member countries whtte second one explains
spatial dependence within the group of old memioeintries. Alternatively we
could consider clusters for countries with simidanvergence objectives. In this
case the group spatial coefficient embodies théiadpspillover effect among
regions of countries with similar convergence otiyes. Another example of
the use of would be the group spatial coefficientidifferentiation of spatial
effect for strong and catching-up economies or atimgr in the case where we
expect significantly dissimilar spatial dependenbesveen groups but similar
within the group. Analogically to the local spatedfect the group spatial effect
may very over timeg2"". It is noteworthy that theoretically each group e a
singleton with only one region making thaeal spatial effect special case of
the group specific coefficientOn the other hand thdynamic spatial effect
5% reflects the power of spatial interaction for acifie locationi in moment
t with its neighbourd\(i) at the moment+1, t+2,.... Hence, it can embody an
economic spatial interaction which is spread wittegain delay (e.g. economic
growth). Let us notice that in some cases diipamic spatial coefficiennay
appear even more appropriate than the classic one.

In Multidimensional Spatial Autoregressive ModelMSAR the spatial
structure is represented by or D matrix. The typical weight matrix
W considers only neighbourhood relations and omigspgbwer of interactions.
The multidimensional spatial matri® is built a priori to incorporate varied
strength of interactions between neighbours. leatfin MSAR model the in-
formation about the spatial structure must be ptd the model. On the other
hand, inMultidimensional Spatial Panel Mod@WIPSAR) the information on the
strength and significance of the spatial localratéons is given by the model.
In MPSAR model thenultidimensional spatio-temporal structuerepresented
byY term:
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Cyumy = YDy + WD+, + WD
where ¥ refers tomultidimensional spatial coefficient matrandD — multidi-
mensional spatial weight matrikj — refers to locationg;<E indicates econom-
ic dimension.

In P matrix addition the spatial coefficients are akmlvto vary for both:
different regions, group of regions, time and ecoieadimension. Therefore the
matrix of spatial coefficients in general combiesal, group and dynamic ef-
fect as well as economic factors. Thus, the dintensif triangular matrix¥
is (TNXTNXE). Hence for fixedy the main diagonal of matriX¥is given by:

[@", @™, ..., """, @ ]and [A”'] elements below the main diagonal, where:

o =1 O[p ...p"1, A" =1, O[5 ...5,"“] with1; as vector of ones.
The associatechultidimensional spatial weight matiXx (TNXTN) is also
a triangular matrix with the main diagorfat”",w”* W’ W""Jand [Q"!]

elements below the main diagonal. Matrises referring to a different spatial
structure in a separate moments in time @asl as matrices of spatio-dynamic
interactions. In particula®y"" represent dynamic spatial dependence of region
mwith d-th delay. Thus, for an individual observation:

Yo SATRYY, o

Therefore, the multidimensional panel spatial adogssive model takes the
following form:

Yy =TV + Xy +€ eN©O.0°D),

(it)
with y as dependent variabl&@Nx1),i=1,..., N, t=1, ..., T, X— (TNxK) — matrix
of explanatory variables ad— spatio-temporal structuréTNxTN).

3. CONCLUSION

This study is fundamentally based on the conceph@fimportance of cor-
rect assessment of thaultidimensional space-time structutehas been argued
that taking into account the time dimension makgsossible to fully describe
the pattern of spatial dependence structure. Inpaper we have explained the
advantage of the MPSAR model in which the inforavaton the strength and
significance of the spatial local interactions igeg by the model. It has been
stressed that failure to recognise these multidgioeal effects may lead to in-
correct inference and therefore to biased conahgsilm multidimensional spa-
tio-temporal analysis different forms of spatiaieiractions across different spa-
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tial objects are allowed for to successfully motted complex structure of eco-
nomic processes.

Concluding, further work needs to be done to dgveloproper technical
tool and to make use of our findings in the desigerperiment. However, we
hope that our contribution will draw the attentiohresearchers to the interest-
ing topic ofmultidimensional spatio-temporal structumad will encourage con-
sideration and employment of those ideas in engligitudies in regional sci-
ence.
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Alicja Olejnik

ASSESSING THE SPACE-TIME STRUCTURE WITH
A MULTIDIMENSIONAL PERSPECTIVE

This study presents some remarks on procedurepfestime process investigation by the
use of multidimensional panel spatial autoregressiodel. It is shown that information on the
strength and significance of the spatial interagies given by the model. Motivation for the use
of multidimensional dependence structure as wellsasie empirical examples are provided.
It is argued that such approach could allow for enaccurate description of the spatial depend-
ence, whose true form often has a spatio-tempbwiacter. It is emphasised that failure to recog-
nise these multidimensional effects may lead torirect inference and therefore to biased conclu-
sions.

ZASTOSOWANIE PODEJSCIA WIELOWYMIAROWEGO DO OCENY
STRUKTURY PRZESTRZENNO-CZASOWEJ ZJAWISK
EKONOMICZNYCH

Przedmiotem referatu jest ocena procesu przeszerasowego z zastosowaniem wielowy-
miarowej macierzy wag przestrzennych. W szczegg@inpaktada i, ze podejcie wielowy-
miarowe pozwala na lepszy opis struktury za@sci przestrzennych. Praca ma na celu pokaza
nowo opracowafn metodologt dotyczica wielowymiarowego autoregresyjnego modelu prze-
strzennego WAMP z uwzglinieniem wymiaru czasowego. Zatem éatmzwazan stanowi nowy
element ekonometrii przestrzennej, a poprzezzanie dodatkowej informacji na temat badanego
zjawiska umaliwia wnikliwsza jego analiz.



