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1. INTRODUCTION

The multilevel models allow to analyse the dataatenm simultaneously
at the different levefs As the relationship between observations canediff
by the groups, multilevel models are useful forlespg the clustered, nested
or hierarchical data structure. Let consider theegalization of the 2-level linear
multilevel model (with random and fixed effects, without cross-leirgerac-
tions),which can be written as (Goldstein 1999):

Yij =,80,j +Zﬁ<,j >§<ij +Zﬁ Xij R

ﬂo,j = ﬂo + :qu ' . (1)
ﬂk,j :ﬂk +:uk,j1

wherei = (1,...,N) refers to the level 1 andl =(1,...,J )level 2 unit,Yij is the

dependent variableX; representsK+L) different level 1 regressors. It is as-
sumed that the residuals:
(¢,):E(g)=0,varg )=0. and Oi#i :cow & F L
The fixed effects (across level 1) arerepresertinthe elements of the vec-
tor 3. Alsof,and the elements of the vecfpare treated as the fixed coeffi-
cients in the estimation. The interceff  and the coefficientg, ;are allowed
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1 In the literature several different names aregi®.g.:hierarchical modelsrandom-effects
regression modelsnixed-effects model$here is also multiple notations used for desegmod-

els (see: Ferron 1997) and no agreement if theezxie of the interaction effect is the necessary
condition constituting the multilevel model.

2 The general multilevel model contains differenbmodels (see: Steenbergen M., Jones B.
2002, p. 224).
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to vary randomly across level 1 and are using asdépendent variable at the
level 2. In the level 24, ;and 4, ; are treated as random variables with:

E(44,,) = E(4,;) =0 and varl,; Fo,,
var(y, )=0, , Cov,; 4 )=0,
Ojzj :cov(,uO’j. My )= cov(uk’j. 4 )= 0,
COV(:UO,,-- &)= cov(uk‘j‘ £ )= 0.

In the contrast to the level 1, in the upper lewelsfficients are not estimat-
ed explicitly’. The parameters estimated e.g. by restricted mamitikelihood
(REML) are: the variance-covariance matrix of thed@an coefficients, the var-
iance of the error terms and the fixed coefficiefiisis approach is the result
of the assumption that the observations from eachl lare the random sample
and comes from the larger population (Zeilstra 2@021).

The existence of the hierarchical or clustered datacture can be noted not
only in the social or medical science, where meNgl modelling is the most
popular, but also in the regional confexh the most obvious case spatial units
representing the lower level of data aggregatiengaouped at the higher levels,
e.g. in the three-level structure regions formedgntides which are the part of the
international organizations. As the consequenceithaal observations are af-
fected by the group (membership, context) effect

In the regional studies the membership effect midjet the result
of i.a. the legislation, social and institutionahv@onment, culture, historical
background, economic policies or nation’s compegitess which are common
for the regions located in the same country butceotross-countries differ-
ences. The explanation of it refers to the concéfite absolute location effect
(Capello, Nijkamp 2009, p. 375).

According to Abreu et. al (2005) in the empiricabearch the non-spatial
techniques to the absolute location effect has dated. Within this literature
to capture the effect of unit location the contrgl variable (country-specific)
are using (Armstrong 1995). Newly, the membersfiipce significance started
be proved in the spatial econometrics modellingigisegimes (Anselin 1988),
spatial ANOVA (Griffith 1992) or by the way of thgpatial weights matrix

3 According to this, ifK=1 total residual variance is decomposing inm(poyj FHy X g )

(Snijders, Bosker 2011, pp. 123-124).

4 As noted by Corrado and Fingleton (2012, p. 28gisting the cross-sectional or spatial data
and common locations (such natural in the econgmagraphy) results the multilevel modelling
became an obvious starting point.

5 Due to this, the assumption of the data interdépece (necessary in OLS regression) has
been broken.
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formulation (Arbia et al. 2010). The common for #ilbse method is capturing
the spatial heterogeneity without its further ergl#on.

In the opposite to above multilevel models excepitiolling the group ef-
fect, are able to identify its causes. For theiapanhalysis the main advantages
of multilevel models are:

— simultaneously modelling the micro and macro levels

— preventing decreasing degrees of freedom by retsignftom the dummy
variables which control the group effects,

— ability to decomposition the total random variationthe individual and
group components;

— calculating dependencies between units using: thpoption of the vari-
ance explained at the upper levels (national orasgiional effects) by the
variance partitioning coefficients and degree @& torrelations between ob-
servations in the same group by the intra-classdior?,

— allowing units to be cross-classified or multiplembership,

— understanding how the phenomena and processeslaedror nested.

Despite above the multilevel modelling techniqusueh common for the
social and medical science — seems to be marghaaliz the regional studies
which are concentrated on the spatial autocoroglati

On the one hand, ignoring heterogeneity leads &iakeas the spatial de-
pendence might be the result of the unmodellednpeter instability. Addition-
ally, hierarchical data structure might causesstteial interaction differences in
each level of data aggregation. On the other hianithe presence of the spatial
autocorrelation, modelling only spatial heteroggnenight cause the spatially
correlated errors and upward bias of the estimafgubr-level variance. As the
traditional multilevel model are unable to joindyplaining both spatial effects:
dependence and heterogeneity, it requires to heldeb

The aim of this paper is to present the evolutibthe multilevel models
construction towards the spatial effects identtfaa Section 2 concentrates on
the models with cross-interdependencies and irtierabased. Section
3 contains the discussion about the spatial muétilenodels while the conclu-
sions are in the last one.

2. SPACE DIMENSION IN MULTILEVEL MODELLING

In the contrast to the method of the spatial hegmeity capturing, different
approaches to incorporating the spatial dependetoanultilevel models exist
in the literature. In the first group model withetinteraction effects (Manski
1993) and cross-interdependencies (Cohen-Cole 2006)d be classified.
In both cases the concept of the endogenous ititamaeffects is similar to the
spatially lagged dependent variable. And although rhodification toward the

5 In the random intercept model both measuresquivalently. See: Gréab 2009, pp.45-47.
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spatial autoregressive models (Corrado and Fingl2@d.2, pp. 229-234) is pos-
sible in both, the traditional specification midhg also useful to consider the
spatial relationships.

2.1. INTERACTIONS-BASED MANSKI'S MODEL

Let start from the pioneering Manski’'s linear-inpextations model, which can
be expressed as followihg

Y, =5 +ZL:'5 Xy *&

. (2)
By = o+ Y+ LK X+
~ 1 < 1 . .
wherey, =in.m YY), X, :EZ“" B X |V, mis thej group
j

size andV, represents the set b$§ information. In contrast to (1), in (2) individ-

ual i outcomes additionally depends on the group aveeagected outcomés
Also it is assumed that uritknows only the expected values of the cross-level
variables. According to (2) there are three effeetslogenous (1 in Graph 1),
correlated (2 in Graph 1) and exogenous (contextAal the first one reflect to
the situation when the observations are influertgethe others form the same
group, e.g. herd behaviourg §, the second one corresponds to the unobserved

(4, ) within-group similarities. The third one measuttes observed characteris-

tics of the individuals §) and group levels)).

Such construction suffers both for the endoger(€itye to the self-selection
or the common group effect) and simultaneity, winains that the correct dis-
tinguish between the endogenous and contextualtdffam the correlated in (2)
is complicated (Manski'éreflection problem”®. Several different approaches
of solving those obstacles bring multilevel modeisser to the spatial econo-
metrics. The reason why the identification probleccurs lie on the model as-
sumptions.

" In the literature there are several variationtheforiginal Manski’s formulation, e.g. Blume et

al. (2011, p. 863) presented the model withoutdberelated effect. In contrast in Grahamand
Hahn (2005) units have the common set of infornmatédl variables are measure as the deviations
from the mean 8 = 0) and the correlation effect exists.

8 Under the additional assumptions (2) is equél}o

® The absence of the correlated effect in the modeses the collinearity between endogenous
and contextual effects (Braumollé et al. 2009).
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Graph 1. Relationships in the interactions-basedileng| model

Source: own studies.

Firstly, in the original Manski’'s model the conteat effects are equal to the
average of the exogenous variables. That causgmtheneters cannot be identi-
fied'®. lannides and Topa (2010) pointed that partialgniification is possible
in such situation, but breaking this reflection hiipe done even if at least one
variable treated as exogenous (4 in Graph 1) ferdifit from the contextual (the

separate variables ~are noticed as 3 in Graph 1).

Secondly, in (2) the conditional expectations amedr. Brock and Durlauf
(2001) proposed (under the assumption of no cdivelaffect) allowing non-
linearities in the model, what solved the reflectfroblems. Blumeet al. (2011,
pp. 871-872) showed that the modification of thenbkils model toward the
hierarchical can guarantee the full identificatiwithout any further assumption.
Such model (with the correlated effects represebyetthe random terms) can be
expressed as following:

K
Y, =5, +;@,j X ¥ &
~ K ~
By =Bot OV, + D Vi X+ g 3)
k=1

K
B = B Yy, +Z¢k Xy ¥ M
k=1

In contrast to (2) there are additional cross-potsiin the third equation)
which provide the nonlinearities in the relatioqshhs the result full identifica-
tion of the parameters is possible, even undeasisemption that the contextual
variables are the average of the exogenous. Althaugh method resolving the
reflection problem the practical interpretatiorttod ,» might be difficult.

10 In such casé( is linear dependent on the other regressors.
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In the opposite to the traditional spatial econaiogtin (2) and(3) there are
no cross-groups dependencies and the within-gnuigpaictions are the same for
each pair of the units. The special form of thenemtions, where all units have

the same reference grou}??j Xiis the third source of the identification problem

in (2). According to this the identification is silsle due to the modification
of the interaction structure. Technically it is &sked by incorporating the idea
of the spatial weight matrix or quasi form of i. dpposite to (2) Moffitt (2001)
proposed to exclude from the reference group (self-selection). As tasult

1 - . . e
:—Z.D E(Y | vyand X are modified analogously. The identification in
m-1—" "' ’

such model is unable as long as each gjdwgs the same siZeUsing the spa-
tial weight matrix notation this relationship sttue can be expressed as:

0
W, = , 4)
0 M

=<

J

where: W is the block-diagonaNxN spatial weight matrix, each of the matrix
. S 1 . -
M is symmetric withm x m elements equal te——and O’s on its main diago-
m -1
nal. More complicated relations, which guarantee tiodel identification, are
also possible.

2.2. CROSS-INTERDEPENDENCIES COHEN-COLE'S MODEL

Let now expand the idea of the endogenous interattward the multiple ref-
erence groups. Cohen and Cole (2006) pointed titadnty the neighbours from
the same group might influence on the unhut also the other group members.
Their model can be expressed as:

Y, =,30,j +iﬁk,j Xi +&
L ()
ﬁo,j :ﬂo+p1Y~j +pz?+zj{ XI, +inj,’

where:

' The influence of the group size variation wassider in Section 3.1.
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1
N-m
is calculated analogously. The endogenous effedivisled into: within-group
(©) and between-groupd,) to incorporating the additional across group ex-

Yzi—

Zi‘mj HIYl IV) and ~>|(~' !

pectations. Also in (5) appears the between-gragextual effect$ (y) in-

stead of the within-group as in (2) and (3). Intcast to (3) Cohen and Cole’s
model has also more intuitive to interpret the eantal effects. The fully identi-
fication in (5) is achieving thanks to the addiabimformation from the cross-
group relation¥.,

Such construction might be modified in the spagi@bnometrics manner.
Firstly, as showed by Corrado and Fingleton (20412233-234) the spatial
Durbin specification has the similar feature. Theult of their rebuilding is as
following:

K
Y, =5, +Zﬁi,j Xi t&
< ) (6)
By, = Byt WY, + WY+ )W X, +4,,
1=1

where:W, is specified as in (4)WV, is NxN block-diagonal spatial weight matrix
with the between-group relations representedJBy-J off-diagonal blocks

of M =

(1, -1 ,yand is m-dimensional column vector of 1, is m-
N-m ‘ '
]

dimensional identity matrix (see: Lee 2007).

0 M, O
W, =M, M, | (7)
M J1 M J2 O
The third spatial weight matrixg, =——( | -1 )is JxJ (according to the
J-1

higher level predictors). As all of the non-diagbe&ments have the same
weight it is assumed (like in 5) that each memldghe other groups influenced

the uniti in the same way. In this case&,, W, W,are naturally row-
standardized angl, p,,y 0(-1,2) . In the opposite to the traditional spatial Durbin

12 Which are different from the average of the exmgss variables.
13" The only assumptions are that the observatiars fach level represent the random sample
from the larger population and the group sizeddiferent.
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model, where only one type of the spatial weightrixas taking into account,

in (6) three different weighting schemes are inocaing. On the one hand this
moves model toward multiparametric spatial modelayé et al. 2009). On the
other hand, existing of the random part brings mewk| context of the analysis.
As long as the elements of the spatial weight matre the same, it is still unu-
sual situation for the spatial econometrics pertdpec

3. SPATIAL MULTILEVEL MODELS

In the spatial econometrics framework the spategeshdence, can be ex-
pressed by: spatially lagged dependent variablg )X, spatially lagged explana-

tory variables Wx) or spatially lagged error termsv(z ), where w is the spa-

tial weights matrix. The spillover effect is thealaulated using spatial multipli-
er (Anselin 2003) and can be written using “Ledntigpansion”:

(I-pW)™ =1l + N +pW + oW +.., (8)

wherel is the identity matrix. According to (8) each olwsdion is correlated
with the others but, in opposite to the earlielspreéed, the influence decays over
the space, referred to Tobler's First Law of Geplgya Let now introduce the
multilevel conception from the spatial econometpesspective. As the starting
point let consider the reflection problem again.

3.1. SPATIAL PANEL DATA MODELS APPROACH

The restricted version of the multilevel modétsthe equivalent of the ran-
dom effects model in which instead of the crosdiaeal data the spatial hierar-
chy exists. According to this, Graham and Hahn 80tbticed that separating
the endogenous effect from the correlated(undeassemption of no contextual
effects) in Manski's model is possible by adoptthg quasi-panel data model.
To handle with the identification problem they aatd extra source of the infor-
mation from the between-group variations and adoptidea of the Hausman-
Taylor estimator. Similar to this Corrado and Digéa(2012) rebuild (2) toward
the spatial dynamic panel data model, also achietvia identification.

The common for both are using the linear-in-meandeh Let us concen-
trate on the idea of the rational expectationdvianski’'s model it as assumed
that due to the large number of units in groupsrimftion is incomplete and the
expectations play role in the interactions (lineaexpectations model). In op-
posite to this, in more common version of (2) iassumed that the groups are
small and units have complete information aboueotbehaviours (linear-in-

14 Without the higher level predictors as in (1).
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means model). According to above Lee (2007) notitted the identification
is possible only if there is the variations in t@up sizes and the groups are
smalf®. At least three different group sizes was idestifas obligatory to obtain
the satisfactory variations and guarantee the iitsatton in (9).

In contrast to the mentioned above, Lee (2007) fisatithe Manski’s mod-
el toward the spatial autoregressive model with dbetextual effects (in the

form of the spatial dependensgs( ) and group interactions (expressed
as fixed effectg )*¢. This model can be expressed as:

L K
Yij =ﬁo,j +10W1Yj +ZJ|/W3 >I<j, +Zl€j, >k<ij, +‘E ' (9)
=1 k=1

where W, is as in (4) andWV, as in (6). By using the fixed effects to capture t

heterogeneity, Lee (2007) handled with the colliltgdetween the correlated
and exogenous effects. It is worth to mentioned thkaxing the assumptions
of the relationship structure (from the restrictnetwork to more common in the
spatial econometrics) might determines the ideuatifon.

As long as the restricted version of the multilewgldel are using, analysis
of the spatial dependencies might be deizespatial random (or fixed) effects
panel data model. Unfortunately, in more advanaesks panel data framework
seems to be insufficient. To deal with it let calesithe further modification
of (3), rather than the spatial panel data models.

3.2. SPATIAL MULTILEVEL MODELS

The wide range of the formulation based on (3) emdrporating spatial
weight matrix are possibly. As the example consi@éasco and Le Gallo
(2012) multilevel model with the spatial interactiodesigned for analysing
Madrit's house market. Those specification canreatéd as the variation of (6).
The2-level generalization of the construction camwitten as:

Y 2B, ALK AWK LA AWK+

Q Q

'BEM' ='80+Z'B:1Xq,1' +quWXqJ +'uOJ’ (10)
=1 =1

B =B +H;

15 In small groups the endogenous effect is stromigan in the large ones and achieving the
converge, e.g. via conditional MLE and IV estimatics easier (Lee 2007).
18|t refers to the spatial Durbin panel data maaligi( fixed effects).
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where:W =[w,] and the elements of the spatial weight matgpmight be based

on the spatial contiguity or geographical/socioremuic distanck. Apart from
the previous, (10) represents the advanced exampléhe spatial cross-
regressive multilevel models (without the spatiatl@genous effects). It means
that the only source of the spatial interactionsveen units and groups sa
the exogenous and contextual effects. Just likeh@n original Chasco and
Le Gallo construction all explanatory variablesath level has been analysed
as spatially lagged. The main advantage of (1@hespossibility of the model
modification, e.g. by add or omit some variablese®f the most interesting

variation of such model seems to treat one of fatia lag parametersy(, ), )

as random.

In the opposite to (9) correlated unobservablesrareelled here as the ran-
dom effects. According to this, all multilevel mdideg advantages are in force,
what is useful especially when the observationsecfnmmm the random sample
survey®. Additionally, as the result of using the spatigight matrix, with the
structure respecting the Tobler's First Law of Gaphgy, combining the within-
group and between-group endogenous effects wasbfmsSuch model can
be estimatediia REML or RIGLS, just like in (1). As the endogenceffects
were eliminated in (10) the estimation problemsoumurred.

4. CONCLUSIONS

In the spatial econometrics the correct distingustween the two main
spatial effects (heterogeneity and dependence)trhigp to answer the question
about the sources of the spatial variability. Amaative solution of the simulta-
neously modelling both spatial effects is to conmgnthe traditional spatial
models with the multilevel modelling framework. this paper a brief review
of the spatial modification of the multilevel modelas presented. The main
concentration was put on the analyzing of the apaffects in the interaction-
based multilevel model and its variations. As tpatigl multilevel models con-
structions were also mentioned, it is still nee@xploring this field, e.g. spatial
multilevel CAR models. Although incorporating spdtilependence into multi-
level context makes deeper the spatial analysiagusuch technique requires
to solve the methodological problem, like the eredmgty and simultaneity.

" In Chasco and Le Gallo the inverse squared distaratrix was used.
18 When all units from population are taking int@aent using the fixed effects rather than the
random is recommend.
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Edyta taszkiewicz

SPATIAL ASPECTS IN THE MULTILEVEL MODELS CONSTRUCTI ON

Multilevel (hierarchical) models are used for asatg data for which getting a few levels
of the aggregation is possible. In the simplesedass possible to present the way of organizing
the levels in the form of the hierarchical struetor applying the cross-classification of data. The
multilevel model construction might be used in #patial analyses. The purpose of this article
is to present the possibility of spatial processglyses using multilevel models. The implementa-
tion techniques of the already existing multilemabdels to the spatial structure were discussed.
Additionally, the possibility of the traditional rilevel models rebuilding, towards taking into
account spatial interactions, was present.

ASPEKTY PRZESTRZENNE BUDOWY MODELI WIELOPOZIOMOWYCH

Modele wielopoziomowe (hierarchiczne) wykorzystywam w celu analizy danych, dla kto-
rych madiwe jest uzyskanie kilku pozioméw agregacji. Wprajstszych przypadkach sposéb
zorganizowania kolejnych poziomdéw @ma przedstawi w postaci struktury hierarchicznej
lub stosujc agregag poprzecza danych. Sposéb budowy modeli wielopoziomowych sfaa
ze mog one by réwniez wykorzystywane na gruncie analiz przestrzennycher@eartykutu jest
zaprezentowanie mbwosci zastosowania modeli wielopoziomowych w analizgmocesow
przestrzennych. W pracy omoéwiono dotychczasoweni&climplementacji modeli wielopozio-
mowych w analizach struktur przestrzennych. Dodatka@aprezentowano mdwosci rozszerze-
nia tradycyjnych modeli wielopoziomowych w kierunkwzgkdnienia interakcji przestrzennych.



