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ON PREDICTION OF THE DOMAIN TOTAL UNDER SOME 

SPECIAL CASE OF TYPE A GENERAL LINEAR MIXED 

MODEL

Abstract. In the paper we present the best linear unbiased predictor (BLUP) and the 

empirical best linear unbiased predictor (EBLUP), their mean squared errors (MSE) and 

estimators of MSE of EBLUP under special case o f Fay-Herriot model (Fay, Herriot 

(1979)). This is A type model what means that it is assumed for direct estimators of 

domain characteristics. What is more, it is assumed (even when EBLUP is studied) that 

variances o f direct estimators are known. In the simulation based on real data, the influ-

ence of replacing the variances by their design-unbiased estimates or General Variance 

Function (GVF) estimates (Wolter (1985)) on predictor’s biases and MSEs and on biases 

of MSE estimators is studied. The problem of non-normality of domain specific random 

components is also included.
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I. BASIC NOTATIONS AND SUPERPOPULATION MODEL

Population Q ; which consists of N  -  elements, is divided into D separate 

subpopulations O.J (d= 1,..., D) called domains each of size Nd(d= 1,.-, D). From 

the population (random or purposive) sample s of size n is drawn. Let 

sd = s n £ l d is o f size nj. Domain mean and domain total are denoted by jud 

and 6d -  NdJud respectively. In the paper the special case (without auxiliary 

variables) of Fay-Herriot model (Fay, Herriot (1979)) is studied. It is assumed 

for direct estimators of domain means what means that it is type A model ac-

cording to Rao (2003). Let us add, that models type В (Rao (2003)) are assumed 

for random variables which realizations are values of the variable of interest. Let 

us assumed for direct estimators o f domain means (denoted by jud ) that:

A  =Hd +ed> ( 0
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where fid = //  + vd is domain mean, ц  is unknown parameter, ed is design er-

iid
ror, ed and vd (d=\,...,D) are independent, where ed ~ N( 0 , Wd) and

lid

vd ~ N(0, A) ,  and it is assumed that Wd are known even in empirical case. This 

model is special case of the general linear model (GLM), the general linear 

mixed model (GLMM) and the GLMM with block-diagonal variance-covariance 

matrix where V,>rfZw =1 and Yt ( /= 1,..., N) are replaced by Д, (d= 1,..., D).

II. BLUP AND ITS MSE

For known A and Wd and without assumption of normality o f random com-

ponents the BLUP of mean in domain d  and its MSE are given by (Datta, Rao, 

Smith (2005), Datta, Lahiri (2000), Lahiri, Rao (1995), Prasad, Rao (1990)):

t f u ?  = ß d - B d(Ä)(ßd - M)  (2)

where

B j ( A ) ~ W d (A + Wd y \  [ i 4 ± { A  + Wd ) A  ( X i A  + W ,)- 'fid |,
W-l \d-\

MSE((MdU) ) = g ^ M ) + S2d(sM )  (3)

where

f  D V 1

g W(I) (A) = AWd(A + Wdy \  g u w  (A) = Wd (A  + Wd )~2 £  (A + Wd )\ S 1 - r  r r d  )  1

V И-1

Hence, for known domain sizes Nd, the BLUP of domain total and its MSE 

are given by: в Ц р = Ndf i ^ p and MSE( (0“ f ) = N]M SEs ( Д ^ ) ,  where 

and M SE, (Jid[l" ) are given by (2) and (3) respectively. Let us stress that 

these results are special case o f Henderson’ s theorem (Henderson (1950)).



Ш. ESTIMATION OF MODEL PARAMETERS

Deriving the form of BLUP it assumed that A and Wd are known. In prac-

tice it is usually assumed that Wd are known, but A is estimated based on the 

sample data. In further considerations we will discuss four estimators of A pa-

rameter: (i) maximum likelihood (ML) estimator AML, (ii) restricted maximum 

likelihood (REML) estimator ARE (iii) Fay-Herriot estimator (Fay, Herriot 

(1979) which is iteratively obtained solution of the following equality

1

D - 1
Y 0 ( 4 « ) Y " 1  = 0 (4)

where Y TQ(AFH )Y = (Wd + A)~] (Д, -  f i)2, and (iv) Prasad-Rao estimator
d-\

(Prasad, Rao (1990)) given by max(0, ^ ), where

APR = (D - 1)-' £  (Д, -  Д, )2 -  D-'  X wd (5)

D

J-\

and jud = D  ' ^ j i d . In the first two cases normality of random variables is as-
</=i

sumed.

Although it is assumed that variances of Д, (denoted by Wd ) are known 

even in empirical cases (i.e. parameter A is replaced by its estimate), two types 

of estimators will be presented. Because o f assumption of the independence of 

ed we will consider in the simulation study stratified random sampling (without

replacement) from domains. Hence the estimators of Wd (d=\,...,D) are given by:

N  - 1 j i "</ _

K =  .V '  ~ Ys ä f  (6)
Ndnd nd —\ j.i

What is more (e.g. Lahiri and Rao (1995)) values of (6) may also be 

smoothed using GVF (e.g. Wolter (1985)). Note that (Wolter (1985)) the choice 

of the function is based on empirical studies. In the paper we will use the follow-

ing function (Wolter (1985) p. 203):



log (Wdmd ) = a - b  log (md) (7)

where a  and ß  are estimated based on (7) using least squared method, where 

Wd and /xd are replaced by Wd and fid respectively. Then, in (7) a , ß  and 

H d are replaced by their estimates and from (7) we obtain smoothed values of 

Wd denoted by WGVFd .

IV. EBLUP AND ITS MSE

EBLUPs of domain mean and domain total, denoted by and ddf^ '"  ,

are given by (2) and Nd fid^ f F respectively, where A is replaced by one of dis-

cussed estimators. EBLUPs remain unbiased (for details see Kackar i Harville 

(1981)) inter alia because presented estimators of A are even, translation invariant 

functions of jud , i.e. A(~Md ) = Ж Д ,) and A (ßd + Xb) = A(jid) for any b e  R p . 

Note that normality of ed and vd is not required (only symmetry around 0).

Assuming that (Datta, Rao, Smith (2005) s. 186) the elements of X are uni-

formly bounded and those o f X7 V~*(A)X (k=l ,2,3) are o f order 0( D)  and the 

Wd are bounded obove and bounded away from zero, MSE of EBLUP of do-

main mean for the discussed model is given by (Prasad, Rao (1990), Datta, La- 

hiri (2000)):

MSE( (mZ UP ( * »  = W  + Sms) V )  + g U(,> W  + °(D - ' ) (8)

where g lit(s)(A)  and g 2d(s)(A)  are presented in (3). Form o f g 3d(s)( A ) in equa-

tion (8) depends on the method of estimation o f A. F o r^  estimator proposed by 

Prasad and Rao (1990) it is given by:

(Л) = g , „ „  (Л) = 2W ‘ ( A + Wt  )■’ D '1 ̂ ( A  + W ,)' (9)
>/-1

In the case of ML and REML estimators of A it is given by (Datta, Lahiri 

(2000)):

6 Л„(Л ) = &*«,,(-<> = » « M  = + к  r  + К  Г г Л



For A estimator proposed by Fay and Herriot it is as follows (Datta, Rao, 

Smith (2005)):

(  D V 2
■1

g u W (Л) = g m )  (^ )  = 2D W j (A -t- Wd Г  S  (A  + К )
\цш\

( 1 1 )

MSE of EBLUP of domain total for the discussed model may be written as

)ws: MSE{ ( Ô ^ ľ (A)) = NjMSEę ( fi™ *  ( A) ) , where MSE{ (fi™ 'fp (A)) is

given by (8).

V. MSE ESTIMATORS

In this section estimators o f MSE (denoted by MSE{ (ju^'')ur (A)))  will be 

presented which are approximately unbiased in the sense that 

E( (h Ś E ( ( j ú ^ Uľ (Л))) -  MSE( ( j u ^ Uľ (Á)) = o(D~') . Datta and Lahiri (2000)

proposed the following form of MSE estimator o f EBLUP of domain mean: 

MSE, ( A Z T  (Л)) = g u M (A) + g mt ) (A)  + 2 g 3 m  (Á) -  (Bd (A))2b. (A)  (12)

where b-A (A)  is asymptotic (up to order o(D~]) )  bias of A , Bd (A)  is presented 

in ^
For asymptotically unbiased APR and Аш, the last element in equation (12) 

is omitted.

For estimator from (12) we obtain (Datta, Lahiri (2000)):

~ g\,/(s)(AMI) + g 2d(j) (AM/) + 2g3<M(J) (AMl) + (Bd (AK„ )) x

f  n V 1

I ( A , i +  » '„ r ‘
V l/*l

1 (4«. + *'.)"') f t (А„.+КГ
V u-i J V «-I

F o r^ y,w estimator (12) is given by (Datta, Rao, Smith (2005)):



MSE((mZL) P(Afh)) =

= g U(M) (AFH) + S 2j(s) (Л/.Н) + 2g3ííWi(l) (A,,H) — 2(Bj (Afh )) x

' (  D > (  D ^ 2 " f  D \

+ К Г 2
V «-i

—

V um 1 V »«i /

-3

(14)

MSE estimators of EBLUPs of domain totals are given by: 

MŠE( {Ôf̂ )VP{A)) = N j MŠEi (ju^slf p(Á)) . It is worth stressing (Lahiri, Rao

(1995), Datta, Rao, Smith (2005)), that MSE estimators obtained for Prasad-Rao and 

Fay-Herriot estimators o f A are robust on non-normality of random components.

VI. MONTE CARLO ANALYSIS

In the simulation prepared using R language (R Development Core Team, 

2007), the population o f 8624 farms in Dąbrowa Tarnowska region obtained 
during agricultural census in 1996 is studied. The population is divided into D = 

79 domains (cities and villages). Domain sizes are between 20 and 610 farms. 

Because of assumption of independence of ed , domains are treated as strata and 

stratified random sample (without replacement) with approximate proportional 

allocation (c.a. 10% of elements from each stratum) is drawn from the popula-

tion. The problem o f prediction o f total sowing area in domains is studied, 

where Д, is sample mean of sowing area in the domain d.

Number o f iterations equals is 5000. In each iteration values o f jud are gen-

erated based on the discussed model with Wd given by:

N  - n  1 Ä ŕ  _ Ä  Y
W j  = —---------------- Y  yt -  N  j '  Y } ', , where are values o f the variable of

N j ”ä J

interest in the studied population data set. Random components ed are generated 

independently based on N (0 ,yßv^). The value o f A in simulation is based on

REML algorithm (assuming normality) and the whole data set, where instead of 

fid real values of domain means are used assuming zero sampling variances 

Wd . Random components v, are generated independently based on normal, 

uniform and shifted exponential distribution (with expected value equal 0) with 

variance A.



If we compare values o f g3(.) for different methods of estimation we will 
obtain quite large differences, but differences of approximate MSEs for different 
methods of estimation are smaller (the other components o f approximate MSE 
are of higher order). The absolute relative biases of the considered predictors 
(different methods o f estimation o f A and W;1 and different distributions of vj are 
studied) do not exceed 1,8%. Hence, estimation o f Wj do not have important 
influence on predictors’ biases. For different distributions of vj and different 
method of estimation o f A parameter we obtain following values of relative root 
of MSE: for known Wj from 6,24% to 31,45%, for estimated Wj from 6,26% to 

41,66% and for estimated and smoothed Wd from 6,65% to 45,69%. Although 

in the practice better model should be considered, it is important that the re-
placement Wj by their estimates has greater influence on MSE than the distribu-
tion of vj and chosen method of estimation of A.

In the following table we present values: minimum (min), first quarter (Qi), 
median (Me), mean, third quarter (Q3) and maximum for 79 domains. In the 
columns we use following abbreviations for methods o f estimation o f A parame-
ter: PR -  Prasad-Rao, FH -  Fay-Herriot, ML -  maximum likelihood, RE -  re-
stricted maximum likelihood. The information of the distribution of vj is as fol-
lows: N -  normal, U -  uniform and E -  shifted exponential distribution.

Table 1. Relative biases of MSE estimators (in %)

Est. A PR 1 ML 1 RE FH

known Wd
N U E N U E N U E N U E

min -4.9 -3.1 -4.9 -4.4 -2.8 -5.4 -4.6 -3.1 -6.1 -4.8 -3.2 -5.4

0 , -1.9 -1.2 -0.7 -1.5 -0.8 -1.7 -2.0 -1.2 -2.4 -2.0 -1.4 -1.5

Me -0.4 0.3 0.4 0.0 0.4 -0.3 -0.6 0.2 -0.7 -0.6 0.1 -0.0

mean -0.6 0.2 0.5 0.0 0.8 -0.1 -0.6 0.2 -0.6 -0.6 0.1 -0.1

Qi 0.7 1.3 2.0 1.3 2.1 1.3 0.7 1.5 0.8 0.6 1.2 1.3

max 4.6 5.3 7.6 5.2 5.8 6.2 4.7 5.1 5.3 4.7 5.2 6.4

estimated Wj
min -96.0 -96.0 -96.0 -96.1 -96.0 -96.3 -96.1 -96.0 -96.3 -96.1 -96.0 -96.3

0 , -56.8 -54.6 -56.0 -58.4 -56.2 -57.9 -58.7 -56.6 -58.2 -58.6 -56.5 -58.2

Me -27.0 -29.6 -26.0 -27.2 -30.5 -27.5 -27.9 -30.8 -28.1 -28.1 -30.8 -28.2

mean -24.3 -24.2 -22.8 -20.0 -19.8 -19.8 -20.3 -20.2 -20.2 -21.1 -21.0 -20.7

0 , бЛ* 7.7 7.8 17.2 16.2 19.5 16.9 15.6 18.7 15.1 14.5 17.1

max 82.7 85.4 79.4 107.7 111.8 106.9 108.1 112.3 107.4 104.4 108.2 104.5

smoothed, estimated Wd
min -90.3 -90.5 -90.1 -90.3 -90.6 -90.0 -90.3 -90.6 -90.1 -90.3 -90.5 -90.1

0 , -33.9 -34.7 -34.5 -32.8 -33.0 -33.4 -33.5 -34.0 -34.4 -33.6 -34.3 -34.5

Me 14.9 13.7 14.1 14.7 13.6 13.2 14.0 13.3 12.7 14.4 13.5 13.4

mean 19.4 20.2 20.5 18.6 19.4 19.2 18.4 19.1 19.0 18.9 19.6 19.8

0 , 58.3 55.3 55.0 57.7 54.6 54.0 57.6 54.5 53.8 57.9 54.9 54.5

max 208.3 205.0 210.7 199.6 201.0 201.1 202.2 202.1 203.7 205.7 203.7 208.1



For known Wd obtained biases o f MSE estimators are small -  absolute rela-

tive biases do not exceed 7,6%. What is important, for asymmetric distribution 

(shifted exponential) the biases are higher and all of methods o f estimation o f A 
give similar results (although using ML and REML normality is assumed). 

When Wd are estimated (or estimated and smoothed) MSE estimators, which are 

derived under assumption o f known Wd , have very large biases. In practice, new 

MSE estimators including this additional source of empirical predictors’ vari-

ability should be proposed and used in this situation.
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Tomasz Żądło

O PREDYKCJI WARTOŚCI GLOBALNEJ PRZY ZAŁOŻENIU PEWNEGO  
PRZYPADKU SZCZEGÓLNEGO OGÓLNEGO LINIOWEGO MODELU 

MIESZANEGO TYPU A

W pracy zaprezentow ano najlepsze liniowe nieobciążone predyktory i em piryczne 

najlepsze liniowe nieobciążone predyktory ich błędy średniokwadratowe (M SE) oraz 

estymatory MSE dla przypadku szczególnego modelu Faya-Herriota (Fay, Herriot



(1979)). Model ten należy do klasy ogólnych mieszanych modeli liniowych typu A, co 

oznacza, że jest on zakładany dla wartości estymatorów bezpośrednich charakterystyk 

w domenach. Ponadto przyjmuje się, że wartości wariancji estymatorów bezpośrednich 

są znane. W artykule analizowano symulacyjnie z wykorzystaniem rzeczywistych da-

nych wpływ zastąpienia nieznanych wariancji estymatorów bezpośrednich ich nieobcią- 

żonymi estymatorami i estymatorami otrzymanymi przy wykorzystaniu ogólnych funkcji 

wariancji na obciążenia predyktorów, wartość MSE oraz obciążenia estymatorów MSE.


