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Abstract

This note offers a non-deterministic semantics for mbC1, introduced by Janusz

Ciuciura, and establishes soundness and (strong) completeness results with re-

spect to the Hilbert-style proof system. Moreover, based on the new semantics,

we briefly discuss an unexplored variant of mbC1 which has a contra-classical

flavor.
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1. Introduction

In [10], Janusz Ciuciura introduces a system mbC1 of paraconsistent logic,
formulated in the language of classical logic. The aim of this note is to
present a non-deterministic semantics for mbC1, different from the seman-
tics presented in [10], and prove its soundness and (strong) completeness.
And in view of this new semantics, we will briefly discuss, in the last section,
an unexplored variant of mbC1 which has a contra-classical flavor.

2. Proof system for mbC1

Let the languages L and L◦ consist of a finite set {∼,∧,∨,→} and {∼, ◦,∧,
∨,→} of propositional connectives respectively and a countable set Prop
of propositional variables which we denote by p, q, etc. Furthermore, we
denote by Form and Form◦ the sets of formulas defined as usual in L and
L◦ respectively. We denote a formula of the languages by A,B,C, etc. and
a set of formulas of the languages by Γ, ∆, Σ, etc.
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First, we introduce CLuN which is the common core of many systems
of paraconsistent logic, including mbC1.

Definition 1. The system CLuN consists of the following axioms and a
rule of inference.

A→ (B → A) (A1)

(A→ (B → C))→ ((A→ B)→ (A→ C)) (A2)

((A→ B)→ A)→ A (A3)

A→ (A ∨B) (A4)

B → (A ∨B) (A5)

(A→ C)→ ((B → C)→ ((A ∨B)→ C)) (A6)

(A ∧B)→ A (A7)

(A ∧B)→ B (A8)

(C → A)→ ((C → B)→ (C → (A ∧B))) (A9)

A ∨ ∼A (A10)

A A→ B

B
(MP)

Moreover, we write Γ `CLuN A if there is a sequence of formulas
B1, . . . , Bn, A, n ≥ 0, such that every formula in the sequence B1, . . . , Bn, A
either (i) belongs to Γ; (ii) is an axiom of CLuN; (iii) is obtained by (MP)
from formulas preceding it in sequence.

Second, we introduce mbC1 and, for the sake of comparison, mbC, one
of the basic systems within the family of Logics of Formal Inconsistency
(cf. [8, 7]).

Definition 2. The system mbC1 is formulated in L and obtained by
adding the following formula to CLuN.

A→ (∼A→ (∼∼A→ B)) (∗)

Moreover, the system mbC is formulated in L◦ and obtained by adding
the following formula to CLuN.

◦A→ (A→ (∼A→ B))

We then define `mbC1 and `mbC in a similar manner.

Here are two remarks on the relation between mbC1 and mbC.
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Remark 3. Ciuciura notes that mbC1 is “an axiomatization of mbC
formulated directly in the language of classical propositional logic” ([10,
p. 173]). This is, however, not true due to the following result:

6`mbC p→ (∼p→ (∼∼p→ q)).

This may be observed by the following truth table for LFI1, an extension
of mbC, introduced in [9].

A ∼A ◦A
t f t
b b f
f t t

A∧B t b f
t t b f
b b b f
f f f f

A∨B t b f
t t t t
b t b b
f t b f

A→B t b f
t t b f
b t b f
f t t t

Note here that both t and b are designated values. Then, the axioms of
mbC are all validated, and designated values are preserved by the above
truth table. However, the concerned formula takes the non-designated
value f when we assign b and f to p and q respectively.

Remark 4. Note that if one takes the consistency to be defined as ◦A =def.

A→∼∼A, then mbC with this definition of consistency becomes equivalent
to mbC1 since A∧◦A is equivalent to A∧∼∼A under the above definition
of ◦. For a system of paraconsistent logic having this kind of definition of
consistency, see [22, 21].

3. Non-deterministic semantics for mbC1

In [10], Ciuciura already offers a semantics for mbC1 along the line of what
is sometimes called the bivaluational semantics which has been one of the
most popular semantics for a wide range of LFIs. However, there is another
semantics known in the literature of LFIs, namely the non-deterministic
semantics, established systematically by Arnon Avron and Iddo Lev in [4]
(see [5] for a survey on non-deterministic semantics). The semantics has a
nice feature being an intuitive generalization of many-valued semantics. In
this section, we present non-deterministic semantics for mbC1.

Definition 5. A mbC1-non-deterministic matrix (Nmatrix for short) for
L is a tuple M = 〈V,D,O〉, where:

(a) V = {t,b, f},
(b) D = {t,b},



164 Hitoshi Omori

(c) For every n-ary connective ∗ of L, O includes a corresponding n-ary
function ∗̃ from Vn to 2V \ {∅} as follows (we omit the brackets for
sets):

A ∼̃A
t f
b t
f t,b

A∧̃B t b f
t t,b t,b f
b t,b t,b f
f f f f

A∨̃B t b f
t t,b t,b t,b
b t,b t,b t,b
f t,b t,b f

A→̃B t b f
t t,b t,b f
b t,b t,b f
f t,b t,b t,b

A legal mbC1-valuation in an mbC1-Nmatrix M is a function v :Form→V
that satisfies the following condition for every n-ary connective ∗ of L and
A1, . . . , An ∈ Form:

v(∗(A1, . . . , An)) ∈ ∗̃(v(A1), . . . , v(An)).

Finally, A is a legal mbC1consequence of Γ (Γ |=mbC1 A) iff for every legal
mbC1-valuation v, if v(B) ∈ D for every B ∈ Γ then v(A) ∈ D.

Remark 6. Note that a three-valued non-deterministic semantics for
CLuN is introduced in [2] by Avron. The only difference is that the table
for negation is replaced by the following table:

A ∼̃A
t f
b t,b
f t,b

That is, there is one more non-determinacy when the negated sentence
receives the value b. Furthermore, there is also a two-valued non-determi-
nistic semantics for CLuN devised in [3]. Note also that non-deterministic
semantics for mbC and its extensions are considered in [1] (the system
mbC is referred to as B in [1]). However, the above matrix is not considered
in the literature, at least to the best of author’s knowledge.

Remark 7. The system mbC1 may be seen as a generalization of Sette’s
P1 developed in [19]. Indeed, the addition of the following formulas will
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eliminate the nonclassical value in the non-deterministic bits in the above
matrix and give us the system P1.

• ∼∼A→ A

• (A ∗B)→ ∼∼(A ∗B) where ∗ ∈ {∧,∨,→}
For a recent discussion on discussive semantics for P1, see [16].

4. Soundness and completeness

We now turn to prove the soundness and completeness. The proof will
be rather simple if the reader is already familiar with non-deterministic
semantics, but for the purpose of making this note self-contained as much
as possible, I will spell them out in some details.

The soundness is easy as usual.

Proposition 1 (Soundness). If Γ `mbC1 A then Γ |=mbC1 A.

Proof: Straightforward. �

For the completeness result, we first list some formulas that are provable
in mbC1.

Proposition 2. The following formulas are provable in mbC1:

A ∨ (A→ B) (4.1)

A→ (B → (A ∧B)) (4.2)

Proof: We safely leave the details to the readers. �

Second, we introduce the following standard notions.

Definition 8. Let Σ be a set of formulas. Then,

• Σ is a theory iff it is closed under `, i.e., if Σ ` A then A ∈ Σ for any
formula A;

• Σ is prime iff A ∨ B ∈ Σ implies that A ∈ Σ or B ∈ Σ for any A
and B;

• Σ is non-trivial iff for some formula A, A 6∈ Σ.

Remark 9. Strictly speaking, we do need to specify the consequence rela-
tion in defining theories. However, in the following, we will omit that since
contexts will disambiguate.

The following lemma is the well-known lemma of Lindenbaum.
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Lemma 1. For any Σ∪{A} ⊆ Form, if Σ 6` A then, there is a prime theory
Π ⊇ Σ such that Π 6` A.

Moreover, we need the following lemma.

Lemma 2. Let Σ be a non-trivial prime theory, and define a function v0
from Form to V as follows.

v0(B) :=


t if Σ `mbC1 B and Σ 6`mbC1 ∼B
b if Σ `mbC1 B and Σ `mbC1 ∼B
f if Σ 6`mbC1 B

Then, v0 is a legal mbC1-valuation.

Proof: By induction on the number n of connectives.
(Base): for atomic formulas, it immediately follows that v0 is a function.
(Induction step): We split the cases based on the connectives.
Case 1. If B = ∼C, then we have the following three cases.

Cases v(C) condition for C v(B) condition for B i.e. ∼C
(i) t Σ ` C and Σ 6` ∼C f Σ 6` ∼C
(ii) b Σ ` C and Σ ` ∼C t Σ ` ∼C and Σ 6` ∼∼C
(iii) f Σ 6` C t,b Σ ` ∼C

By induction hypothesis, we have the conditions for C, and it is easy to
see that the conditions for B i.e. ∼C are provable. Indeed, (i) is obvious.
For (ii), note that we have (∗) and that Σ is non-trivial. Finally, for (iii),
note that we have (A10) and that Σ is prime.
Case 2. If B = C ∨D, then we have the following three cases.

Cases v(C)
condition

for C
v(D)

condition
for D

v(B)

condition
for B i.e.
C ∨D

(i) t,b Σ ` C any — t,b Σ ` C ∨D
(ii) any — t,b Σ ` D t,b Σ ` C ∨D
(iii) f Σ 6` C f Σ 6` D f Σ 6` C ∨D

By induction hypothesis, we have the conditions for C and D, and we can
see that the conditions for B i.e. C ∨D are provable in view of (A4), (A5)
and that Σ is a prime theory for (i), (ii) and (iii) respectively.
Case 3. If B = C ∧D, then we have the following three cases.
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Cases v(C)
condition

for C
v(D)

condition
for D

v(B)

condition
for B i.e.
C ∧D

(i) f Σ 6` C any — f Σ 6` C ∧D
(ii) any — f Σ 6` D f Σ 6` C ∧D
(iii) t,b Σ ` C t,b Σ ` D f Σ ` C ∧D

By induction hypothesis, we have the conditions for C and D, and we can
see that the conditions for B i.e. C ∧D are provable in view of (A7), (A8)
and (4.2) for (i), (ii) and (iii) respectively.
Case 4. If B = C → D, then we have the following three cases.

Cases v(C)
condition

for C
v(D)

condition
for D

v(B)

condition
for B i.e.
C → D

(i) f Σ 6` C any — t,b Σ ` C → D
(ii) any — t,b Σ ` D t,b Σ ` C → D
(iii) t,b Σ ` C f Σ 6` D f Σ 6` C → D

By induction hypothesis, we have the conditions for C and D, and we can
see that the conditions for B i.e. C → D are provable in view of (4.1) and
that Σ is prime, (A1) and (MP) for (i), (ii) and (iii) respectively.

This completes the proof. �

We are now ready to prove the completeness result.

Theorem 1 (Completeness). If Γ |=mbC1 A then Γ `mbC1 A.

Proof: We prove the contrapositive. Suppose that Γ 6`mbC1 A. Then by
Lemma 1, we have a non-trivial prime theory Σ0 such that Γ ⊆ Σ0 and
Σ0 6`mbC1 A. In view of Lemma 2, we can define a legal valuation v0. Since
we have v0(Γ) ∈ D and v0(A) 6∈ D, we obtain Γ 6|=mbC1 A, as desired. �

Remark 10. Note that Ciuciura develops a hierarchy of systems mbCn

obtained by adding the following axiom scheme to CLuN:

A→ (∼A→ (∼∼A→ (· · · → (∼n+1A→ B) . . . ))

where ∼n+1A abbreviates the formula with n + 1 iterated ∼ in front of A.
The task of devising a non-deterministic semantics for mbCn is left for
interested readers.
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5. Concluding remarks: a contra-classical variant of
mbC1

Let us assume the three-valued non-deterministic semantics for CLuN, and
in particular, focus on the table for negation. Then, there are two cases
with non-deterministic values. Avron already observed in [2] the following.

• The refinement ∼̃b = {b} corresponds to the addition of A→ ∼∼A.

• The refinement ∼̃f = {t} corresponds to the addition of ∼∼A→ A.

Moreover, we observed in this note the following through the system mbC1.

• The refinement ∼̃b = {t} corresponds to the addition of A→ (∼A→
(∼∼A→ B)).

Then, from a purely combinatoric perspective, one may wonder what kind
of formula is required in order to obtain a refinement of the three-valued
non-deterministic matrix for CLuN with ∼̃f = {b}. Quick answer: A ∨
∼∼A. What we need to check are the following two items.

• A ∨ ∼∼A is validated in the refined matrix, and;

• (iii) of Case 1 in Lemma 2 holds for the modified case.

The first item is easy to check, and for the second item, we may confirm
that if Σ is a non-trivial prime theory, then Σ 6` C implies Σ ` ∼∼C thanks
to the presence of A ∨ ∼∼A and that Σ is prime.

Therefore, what we obtain by the unexplored refinement is a contra-
classical logic obtained by adding the formula A ∨ ∼∼A to CLuN. Note
here that a logic is contra-classical “just in case not everything provable in
the logic is provable in classical logic” ([12, p.438]). Moreover, the formula
A ∨ ∼∼A is not discussed here for the first time, but already discussed in
the literature, for example, in [11, 13, 17, 18].

Finally, it is not the case that we obtain contra-classical refinements
only through negation. For example, the following truth table can be seen
as a refinement of the conditional of CLuN.

A→ B t b f
t t b f
b t b f
f b b b

If we combine this conditional with the negation of the Logic of Paradox,
one of the refinements of the negation of CLuN, then the above condi-
tional is connexive in the sense that theses of Aristotle (i.e. ∼(A→∼A)
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and ∼(∼A→A)) and Boethius (i.e. (A→B)→∼(A→∼B) and (A→∼B)
→∼(A→B)) are validated. And, connexive logics are of course one of the
families of contra-classical logics (see [20] for connexive logics in general,
and [6, 14, 15] for systems of connexive logic with the above conditional).

A more systematic study of contra-classicality in the context of non-
deterministic semantics, possibly starting with a weaker language, is yet
to be seen, even for three- and four-valued logics. However, this goes
well beyond the scope of this note, and I will need to leave it for another
occasion.
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