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1. Introduction

The success of the functioning of blood donation primarily depends on the resource 
management of blood and its components that seeks to equate supply and demand 
for blood and its components at any time (Twaróg, 2013). The issue of managing 
blood resources in Poland encompasses: 1) the specificity of blood as an unlimited 
medicine, 2) the requirements of national1 and international legislation2. The prop‑
er management of blood resources is one of the prerequisites for seeking improve‑
ment in terms of temporary blood shortages in some areas of the system as well 
as periods when the amount of accumulated blood in the system exceeds the de‑
mand for blood. Both shortages and surpluses accumulated in the blood system 
distribution are highly detrimental to the health security of the State, as well as to 
the process of developing public awareness (Twaróg, 2012).

Full understanding of principles governing the management of blood resourc‑
es is extremely difficult because of:
1. The situation in the system is dynamic and uneven across Poland (Trzpiot 

et al., 2013)3.
2. The civil‑public blood donation system operates in parallel with the armed 

forces blood donation system (Szołtysek, Twaróg, 2009; 2010). Despite the 
lack of cooperation between these systems, they derive from the same re‑
sources (donors), using the same health procedures, and similar organisation‑
al procedures.

3. Large volumes of data gained from events and processes that constitute daily 
activities of the blood donation system lower the efficiency of possible infor‑
mation that may be taken and used for the management of this system. One 
of the problems is also the fact that policymakers are primarily doctors with‑
out managerial skills at the required level (Twaróg, 2015).
Considering the above and according to studies carried out4 in Poland – the 

number of donors is an essential element ‘powering’ the system of civil (public) 
1 As a self‑sufficient country.
2 The principle of voluntary unpaid donation of blood (Directive 2002/98/EC of the European 

Parliament and of the Council of 27 January 2003).
3 The dynamics of changes in the structure of blood donors (first‑time and repeat) from 2006 

to 2009 as a source of knowledge about the problems of “powering” the civilian blood donation 
in Poland in terms of blood and its components has been already presented in the paper: Wyko‑
rzystanie shift‑share analysis w opisie zmian struktury honorowych dawców krwi w Polsce (Use 
of Shift‑share Analysis of Changes in the Description of the Structure of Blood Donors in Poland).

4 The regression analysis helped determine the precise impact of a significant determinant. 
Two models describing the relationship between the number of inhabitants per one donor and the 
number of inhabitants per unit of whole blood (Model I ) and blood, together with its components 
(Model II ), were received. Model I : y = 6.27 + 0.94x, Model II : y = 0.93 + 1.25x. In both models, 
it is right to say that the decline by a unit of the population per one donor will reduce a waiting list 
for a unit of blood by around half a person (Twaróg, 2012).
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blood donation in Poland. Therefore, the authors of this paper decided to reach for 
statistical methods to understand how blood resources are formed at the entrance 
to the blood donation in the spatial and age section and on the basis of this assess‑
ment to formulate recommendations aimed at improving the health safety of the 
State in the area of self‑sufficiency of blood supplies. 

Analysed data from the National Blood Centre (Narodowe Centrum 
Krwi – NCK) provided the material for this study. All collected data referred to the 
civil blood donation system in Poland. Data on the age structure of the population 
come from the Central Statistical Office.

2. Research methods

2.1. Migration Selectivity Index

In the broad sense, a manifestation of selectivity is the diversity of the impact of the 
specific characteristics of the population propensity to occurrence of a phenome‑
non. In the study, as a measure of the tendency, we will use Migration Selectivity 
Index (MSI) (Cieślak, 1992) adapted to compare the age structure of blood donors 
against the Polish population.

The definition of the index is written in the form:

 ,

P
P

P
P

M
M

=MSI
i=V

i=Vi=V

i=V

‑
 (1)

where:
V – the variable due to which the selectivity of the phenomenon (age) is stud‑

ied,
i – the category of the V variable for which the ratio value is calculated,
MSIV = i – the selectivity ratio with respect to the V variable for the i category,
MV = i – the size of the studied subpopulation in the i category and the V varia‑

ble,
M – the total size of the studied subpopulation,
PV = i – the size of the studied population in the i category and the V variable, 
P – the total size of the studied population.

This index may be in the range of [–1; +∞]. Positive values indicate the pres‑
ence of positive selectivity, all the higher the higher the value of the index. This 
means that a given phenomenon involves more entities of a given category than 
their proportion in the general population (Mioduszewska, 2008: 16).
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It is said that the selectivity phenomenon does not occur when the values 
of this index equal zero or are close to zero. MSI can also be used to determine 
which of the studied traits strongly select the subpopulation of a given area5. 

2.2. Shift‑share analysis

The shift‑share analysis (SSA) (Creamer, 1942) examines the evolution of the TX 
variable quantified as a complex: the increase in the absolute or relative growth 
(the rate of change) of the X variable. The output is, therefore, the txri value of the 
TX variable, where r is the index corresponding to the r‑th region and the i sub‑
script is the index of the i‑th group by the cross‑sectional division (Suchecki, 2010: 
162).

In the simplest case, the reference distribution is the most marginal distribu‑
tion of the analysed variable X in the initial period. Three types of weights can 
then be applied in analyses (Suchecki, 2010: 163):
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where W defines, in this case, a matrix of geographical neighbourhood6 with val‑
ues different from zero for the spatially adjacent regions.

3. Empirical analysis

3.1. Determination of a nationwide pattern of age selectivity of blood 
donors

In the first part of the paper, the analysis of the selectivity pattern of blood donors 
at the national level based on their age was carried out. The selectivity indices are 
constructed based on a comparison of the number of blood donors in different age 
groups in the age structure of the population, i.e. people aged 18–65. The results 
summarised in Table 1 support the conclusion that in the case of the age structure 
of blood donors, we have to deal with the phenomenon of selectivity, although with 
respect to certain age groups, the selectivity is much stronger than in the others. 
The MSI values for the group aged 18–24 give the clearest picture in this respect. 
This means that the share of this age group of blood donors was 281% higher than 
among the total number of persons aged 18–24. Those aged 45–65 were less like‑
ly to donate blood, as evidenced by MSI = –0.67.

Table 1. The total MSI values of the age of blood donors

MSIv = i

Age group 18–24 Age group 25–44 Age group 45–65 
2.81 0.28 –0.67

Source: own elaboration

3.2. Determination of regional age selectivity patterns of blood donors

The patterns of age selectivity of blood donors in the provinces are similar to the 
national values. The index values for the Lubuskie province are noteworthy. In this 
province, the most evident is the overrepresenativeness of the youngest group 
of blood donors (MSI = 3.93). Negative values of indices in the other age groups in‑
dicate that people in these age groups gave blood much less frequently than would 
result from the age structure of the population of the Lubuskie province.

6 Let W* denote a neighbourhood matrix defined as 
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Table 2. MSI age values of blood donors in the analysed provinces

MSIv = i

Province Age group 18–24 Age group 25–44 Age group 45–65 
Dolnośląskie 2.96 0.20 –0.65
Kujawsko‑Pomorskie 2.90 0.09 –0.64
Lubelskie 3.69 0.21 –0.69
Lubuskie 3.93 –0.13 –0.72
Łódzkie 3.48 0.13 –0.66
Małopolskie 2.98 0.04 –0.68
Mazowieckie 2.87 0.20 –0.63
Opolskie 3.09 0.11 –0.63
Podkarpackie 3.07 –0.03 –0.69
Podlaskie 2.85 0.15 –0.70
Pomorskie 3.07 0.09 –0.66
Śląskie 2.52 0.34 –0.63
Świętokrzyskie 3.07 0.09 –0.63
Warmińsko‑Mazurskie 3.24 –0.02 –0.71
Wielkopolskie 2.83 0.13 –0.70
Zachodniopomorskie 3.10 0.16 –0.72

Source: own elaboration

4. Changes in the number of blood donors 
in the period 2010–2014

This part of the paper presents the changes occurring between 2010 and 2014, ex‑
pressed by the calculated growth rates7 respectively for the number of blood donors 
in total, the number of donors aged 18–24, the number of donors aged 25–44, and 
the number of donors aged 45–65. Table 3 shows the calculated regional growth 
rates and the comparison of these rates to the national average growth rate of the 
number of blood donors. The largest increase in the total number of blood donors 
took place in the Podkarpackie province and amounted to 33.18%. Also, the War‑
mińsko‑Mazurskie, Lubuskie, Świętokrzyskie, Mazowieckie provinces are charac‑
terised by a high regional growth rate of blood donors in general. The smallest in‑
crease was recorded in the Opole province (8.59%). Comparing the regional growth 
rates of individual provinces with the national average increase 
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7 The growth rate is calculated as a year‑on‑year growth. 

, 
the regions with the total increase in the number of blood donors higher than the 

7 The growth rate is calculated as a year‑on‑year growth.
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national average (Podkarpackie, Warmińsko‑Mazurskie, Lubelskie, Świętokrzys‑
kie, Mazowieckie, Podlaskie, Małopolskie) can be seen, as well as a group of prov‑
inces with an increase in the number of blood donors in general below the average 
of the country (provinces: Opolskie, Śląskie and Kujawsko‑Pomorskie, Pomors‑
kie, Łódzkie, Lubuskie, Dolnośląskie, Wielkopolska). While looking at the change 
in the number of blood donors in different age groups, the province with the most 
dynamic changes in the age group 18–24 years was the Śląskie province (–39.52%), 
for which the deviation from the national average stood up at 16.47 percentage 
points. In contrast, the Lubuskie province in this period recorded an increase in the 
number of blood donors aged 25–44 of 163.29% which is 59.07 percentage points 
higher than the average in the country (104.22%). In turn, the Warmińsko‑Mazur‑
skie province can boast of the highest growth in terms of blood donors aged 45–65. 
There, the regional growth rate of blood donors in this age group was 37.47%, thus 
it was higher by 30.94 percentage points than the national average (6.53%).
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5. Structural and geographical analysis of blood 
donors between 2010 and 2014

The analysis was carried out in relation to the reference area, which was the ter‑
ritory of Poland, and its results show the change in the number of blood donors 
in the provinces (r = 1, 2, ... R, where R = 16) compared with the level of develop‑
ment of the whole country. The regional weights in the form of shares of the ana‑
lysed variable were used in the calculations.

The changes in the number of blood donors described in the previous section 
could result both from changes in the age structure of blood donors in particular 
provinces (a structural effect) and from the changes in the internal situation of the 
competitiveness of a given area (a geographic effect). The structural effect may 
be affected by: the population, migration, age structure of the population, economic 
burdens, as well as factors and causes of death, fertility, and health. The geograph‑
ic effect may be affected by: public relations of the Regional Blood Donation and 
Blood Treatment Centre, the number of ambulances to collect blood and branch 
offices, changes in organisational structures of Regional Blood Donation and Blood 
Treatment Centres, increased competition, unemployment in a given region of Po‑
land, investment, social benefits or the income level. The evaluation of the struc‑
tural and geographic effects in the analysed provinces is presented in Table 4.

Table 4. Decomposition of growth rate in the number of blood donors between 2010 and 2014

Structural effect Geographic effect
Dolnośląskie 1.23% –1.96%
Kujawsko‑Pomorskie 0.64% –4.97%
Lubelskie –5.76% 10.29%
Lubuskie –9.59% 8.38%
Łódzkie –1.96% –0.16%
Małopolskie –2.86% 3.45%
Mazowieckie 4.41% –1.05%
Opolskie –6.19% –0.29%
Podkarpackie –3.56% 21.67%
Podlaskie –7.82% 8.58%
Pomorskie 1.16% –4.67%
Śląskie 5.61% –10.21%
Świętokrzyskie –1.81% 5.49%
Warmińsko‑Mazurskie –4.71% 11.34%
Wielkopolskie 4.74% –5.08%
Zachodniopomorskie –3.63% 1.35%

Source: own elaboration
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An increase in the number of blood donors in the Podkarpackie province 
of 33.18%, or 18.1 percentage points, over the average growth rate in the country 
was caused to a lesser extent by the structural changes in the age of blood donors 
(–3.56%), and to a greater extent by the internal changes occurring in this region 
(geographic effect = 21.67%). However, in the Lubuskie province, an increase in the 
number of blood donors below the average (–1.21 percentage points below the na‑
tional average) was mainly caused by unfavourable changes in the age structure 
(structural effect = –9.59%).

6. Conclusions

The empirical research conducted by the authors allowed to illustrate changes 
in the structure and number of blood donors in Poland, as an element of ‘power‑
ing’ the civil system of blood donation in the country – The decline in the number 
of donors in the youngest age group in all the provinces is alarming, especial-
ly when this age group is most prone to blood donation. Considering the above, 
several recommendations aimed at improving the health security of the State in the 
area of self‑sufficiency in blood supplies can be specified:
1. The age group 25–44, which recorded the highest increase in the number 

of blood donors in recent years, should be stimulated as the selectivity ratio 
in this group is only 0.28.

2. The age group 45–65, now by far the least prone to donate blood (MSI = –0.67), 
should be stimulated. Despite the fact that the limitations within the group as‑
sociated with a higher probability of failing health are known.

3. The above‑mentioned actions are important in the context of an ageing so‑
ciety. 
The results of the study may be a prerequisite for the modification of the na‑

tional blood donation and blood treatment policy in Poland in terms of the choice 
of methods for developing public awareness of the importance of blood dona‑
tion.

The results of the empirical research could be used by the scientific commu‑
nity, and above all, in practice – in managing and supervising the system of blood 
donation and transfusion in Poland (the Ministry of Health, the National Blood 
Centre, regional centres of blood donation and blood treatment), and by others in‑
terested in the issues of health care.
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7. Research limitations

The authors of this study are aware of unequal brackets in the studied age cate‑
gories, and the possibility to take into account another set of structural and geo‑
graphic effects having an impact on the status and structure of blood donors and 
blood components in the study. These relationships are more complex. The results 
prompt the authors to identify other factors affecting the structure of blood do‑
nors and examine the relationship between these factors, which will be the subject 
of the authors’ future work.
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Użyteczność przestrzennej analizy dla poprawy funkcjonowania systemu krwiodawstwa 
w Polsce

Streszczenie: Celem artykułu jest ukazanie, jak kształtują się zasoby krwi na wejściu do systemu cy‑
wilnego krwiodawstwa w Polsce na podstawie analizy dynamiki zmian w strukturze głównej determi‑
nanty sukcesu krwiodawstwa (dawców) oraz sformułowanie rekomendacji zmierzających do poprawy 
bezpieczeństwa zdrowotnego państwa w obszarze samowystarczalności zasobów krwi. Za sukces 
funkcjonowania krwiodawstwa uznano przede wszystkim takie zarządzanie zasobami krwi i jej skład‑
nikami, które dąży do zrównania popytu i podaży na krew i jej składniki w każdym momencie. Taka 
sytuacja jest możliwa, gdy dysponuje się wystarczającą liczbą dawców. W badaniu wykorzystano 
analizę przesunięć udziałów, która służy do badania zmian strukturalnych zjawisk ekonomicznych 
i społecznych, mogących zachodzić w przestrzeni geograficznej w określonym przedziale czasu. Aby 
uwzględnić to, że każde województwo nie występuje jako odrębny geograficznie obszar, tylko zależy 
od przestrzennych interakcji z sąsiadującymi obszarami, w badaniu wykorzystano również przestrzen‑
ną analizę przesunięć udziałów. Otrzymane wyniki posłużą ocenie dynamiki zmian liczby dawców 
wynikającej ze struktury wieku dawców krwi w poszczególnych województwach (efekt strukturalny) 
i ze zmian konkurencyjności danego obszaru (efekt geograficzny). Znajomość natury zmian może 
być pomocna przy kształtowaniu konkretnych narzędzi oddziaływania na dawców (w tym również 
potencjalnych). 

Słowa kluczowe: krwiodawstwo, współczynnik selektywności migracji, analiza przesunięć udziałów, 
przestrzenna analiza przesunięć udziałów
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