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NEW IDEAS IN BIASED ESTIMATION

1. INTRODUCTION

In the theory and practice of econometrics and statistics, the 
method and the data are all interdependent links in the research 
process. The econometric and statistical models are seldom cor­
rectly specified and the data are seldom free of measurement er­
rors and the choice of methods and models are seldom free of 
distortions. Out of this very complicated set of problems, in 
this paper, we are concerned within robustness against instabi­
lity of solutions with respect to ß of the following system of 
so called normal equations

x ' x ß - x ' Y  (1 1}
whore the matrix x is n x к real matrix, У is a random n x 1
vector with values in Rn the Euclidean space, and ß is a k x 1 
vector of model parameters in the stochastic equation

V = xß ♦ U (12)
where the random vector U has normal distribution with the mathe­
matical expectation EU * 0, the variance-covariance matrix DU » o^I. 

In the case of bad-conditioning of matrix x'x, i.e. in the
X

case of vx ,x = -x̂  > 30> the solution of (1Л) u  unstable

with respect to small changes in the elements of vector x'y and 
in the elements of matrix x'x. in order to stabilize the solu-
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tions of (1.1) there were many efforts to do It. H o e r 1 and 
K e n n a r d (1970a, b) proposed the following change in the 
form of estimation criteria function from Legendre and Gauss' form

0 (ß) = 11Y - xß112 * £  (Yt - xi ß)2 (1.3)
t-l c

to the ridge-type I form

°ol = Oo <p) + °l(ß) í1*4»
where

0 i < ß ) n IlfMI2* * > о
or to the ridge-type II form

°o2(ß) 3 °o(i) + Ö2(ß) í1-5’
where

02(ß) = ß'Tß,
Г is a diagonal matrix with positive elements.

For many reasons it is good to have our model in reparametrl- 
sed form, i.e.

У = xW'ß + U
Y * x.ß* + U

For (1.6) our above criteria functions would take the forms

0.ol(ß*> = H y ‘ * * M ! 2 + yßiß. (1.7)

XV, ß, = v'ß (1 .6 )

0.o2< M  = 11V - x , ßj|2 + ß'.rß* (1.7a)
By using classical differential calculus rules see: M a g n u s ,
N e u d e c k e r  (1988), D w y e r  (1967) one can easily 
find the infimums of the above criteria functions as

Bol = (X + arl)‘1x'y, x = x'x (1.8)

Вol = WB0 , W = (x + yI>"V, B0 = X-1x'Y (1.8a)

*Ol = <Л + ^ D " lxiY » (A + »I)’lA B„0 , BłQ = Л _1х;у (1.8b)

Bo2 = <X + Г)-1х'У (1.8c)

B,o2 = (Л + Г)_1х;у = (Л + Г)-1 ЛВ,о <1.8d)

The above four forms of ridge type estimators are biased esti­
mators. Each particular form given in (1.8)-(1.8d) defines not
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one single estimator but a family of estimators. However, for one 
particular numerical value of f (or the matrix Г) we have one 
particular estimator. All of them belong to the class of regula­
rizing estimators if we impose some conditions of this regulari­
zation. The regularization concerns the system (1.1) and stabi­
lity of solutions of this system.

Under some conditions the above biased ridge estimators are 
shrinking (contracting) least squares estimator BQ or its repara­
metrized counterpart B„Q . Those conditions are simply conditions 
under which the matrices W or Wt have their euclidean norms 
less than one. In the econometric and statistical literature 
there are other estimators shrinking the values of Gauss-Le- 
gendre s type estimator Bo or B*Q .

Out of them two are very well known and simple to use. The 
first is so called pc-(principle component) estimator

к :oL
Bo4 ■ H e  - Д ,  » j ' V . J  * feŕJC* ]B-° ■ “ •5I

where а} ■ v'^ x'Y, and the second is shrunken estimator

Bo5 = BSH * dBo = =  d Xj ajv .j ( Ы 0 )j»l J J

where

d ■ max(0,1 - 6o2(| |ß| |2)-1).
Also Sclove estimator is shrinking estimator. It has the fol­
lowing form

d Ir *
Bo6 " sc * C-Ö— I ~ r 3  B*0 - wscB,o (1.11)k-z

where d can be chosen as in BQ .̂
As a generalisation of Bq4 W e b s t e r  etal. (1974) ha­

ve defined so called latent root estimator В ,. It is of the fol-
0 3

lowing form
к ,

Bo3 = BLR = *j*.j (1.12)

where



ij - -(n - D - Ц  $oj ( T j 2o l  r L l )

= <*oj» ^lj' W  5 -J “ V

S2 = (n - l)"1 y'(I - n"1 1 ť)Y 

and v j is the eigen-vector of the matrix corr [(Y|x), (Y;x)]• J
connected with the eigen-value of this correlation matrix.

Another type of shrunking is derived from minimax ideas and 
has the fqrm

Bo7 = ß'ß + trfx'x) B*o * d7B*o (1,l3)
or Hemmerle ideas

Bo8 = WHB*o' WH = I1 ł Г Г 1 (1Л4)-
where WH is a diagonal matrix with Г = diag (yj, ..•» ?£) and

0 < 2fJ = (1 - 2 Jo - /1 - 4i o )(2 i 0iml. 3 «  (0,4 - 1 ).
There are also other ideas. F a r e b r o t h e r  (1975) pro­

poses the estimator

Bo9 “ B*o + WF(P ‘ 3*o)' w f 18 a k x к matrix and ß,Q a gi­
ven estimator

B‘° * e , , , u '
There are only two of the above estimators that are ready to 

use in practice. These are Bpc and BLR. Other need more or less 
estimation of additional non-model "parameters" that are supposed 
to ease stability problems in (1.1). We shall present these 
estimates in the next section. In Section 3 we present new ideas 
to find robust estimators against instability and describe their 
properties.

2. EMPIRICAL BIASED ESTIMATORS AND THEIR PROPERTIES

Let us present a brief list of empirical counterparts of the 
previously presented estimators. This list is by no means comple­
te. It has the form



B*oi(ci) ■ (л + Cji)"1*;*»
2 о -1where Cj ■ Sg (max В W  is an estimator of -j proposed by 

H o e r l ,  K e n n a r d  (1970a),

B*ol*c2* " (Л + C2I)-1 X*Y '

where C2 « kS2 <5: X.i2 )_1 is L a w l e s s ,  W a n g  (1976) 
*o J«l I

proposition,

B*ol(C3ł " (Л + C3I)"1

where C3 * к S2 ||B,0 ||"2 see H o e r 1 et al. <1975)
*o

B*ol(cV  * ,Л + V » ’1 XiY '
whore a solution with respect to -g of S * ||B*ol(y)||2, and 

s * llB*0 ll^ “ tr Л 1 if S > 0 or « 0 otherwise.

B*ol(C5) “ (л + c 5i=)_1x ;y ,
к . J  . .

where C5 a solution of E  SE^(Xj + с)-1 с Xj B2Qj = It is D e m p ­

s t e r  et al. (1977) proposition of estimating -y,

B*oi(c6) 3 (л + c 6d ‘1x ;y , 

where C6 * n Co , CQ = arg min tr(I - A(C)))"2 ||I - A(C)y||2, and 

where the matrix A(C) а Х*(Л + nCI)_1x*,

B*oi(c7) * (л + C7I)_1 X!»Y *
k -2with C-j a solution of £(X. + у) ^  = к proposed by L e e (1979).

j-1 J J
There were among others also solutions proposed by Farebrot­

her Baranchik, Dempster and so on. Similarly for the family of 
estimators BłQ2.

It is interesting to make comparisons of small sample be­
haviour of empirical biased estimators. Such comparisons were 
made by many people in many works. Some of them ares H o e r l



et al., (1975), L a w l e s s ,  W a n g  (1976), L e e  (1979), 
D e m p s t e r  et al., (1977), W i e h e r n  et al. (1978), 
G o l u b  et al. (1979), K o n a r z e w s k a ,  M i l o  (1979- 
-1983), M i l o  (1983, 1984 j.

One can distinguish the following general features of these 
studies:

- non-similarity of scopes,
- different lists of estimators,
- different model structures,
- non-comparability of simulations plans,
- different evaluation criteria, 2- different ways of choosing ß, x, о , corrx,
- approach to linking the correlation matrix of x and bad con­

ditioning of matrix x.
The first group of studies is represented by D e m p s t e r  

et al. (1977). There were used only two criterias: MSEB, SPE. 
For each model structure from 160 such structures there was gene­
rated only one replication. They considered 57 estimators. The 
best estimator was ) with respect to SEB. Accidental
choice of parameters values makes comparisons not so valid as 
others.

In the second group (see the works of Hoerl, Golub, Galarneau, 
Wiehern, Lin, Kmenta, TrenKler)studies are made with the use of 
some important ways of reducing parameter space. The estimators 
lists are less pro-authors but rather small. There are considered 
a few values of n, k, det Л, (for example n = 30, к  = 2, 5, 
det Л = 1.84, 12.15, 0.113, 0.0001), The vectors ß are taken from 
the paraleli direction to the eigenvectors connected with the 
smallest and largest eigenvalues. In Galarneau-Gibbons studies the 
best estimator for 0 = v k is B^^IC^), and for f> = v  ̂ is
B<cl(C3) in the sense of MSE. The estimator Bł(_. (CQM) with CGM 

defined by Galarneau-MacDonald is also good in MSE and В£С and 
B*ol(c^) are best in MSE, MAE in Lin, Kmenta studies.

The thitd group (see: Lawií s s , Wang, Galarneau) has: small 
list of estimators (less than 4 estimators) non-empirically oriented, 
excluding Lee criteria of evaluations, proauthor criterias, nonhomo- 
genous estimators belonging to the different families. However,



the choice of 0 is very good since it is taking directions o£ v ,/
2 'l v the values of a and the degree of bad-conditioning. Ac­

cording to these studies the best estimators are- Bpc and BLR.
The fourth group of studies i.e. Konarzewska, Milo studies 

is characterised by the use of 10 criterias of evaluations, the 
use of two principles of reduction of parameter space, and diffe­
rent levels of bad conditioning. The effects of correlation struc­
ture in X and bad conditioning in x were not separated. Kor ß« v .• X
the best performance had and next в*01 <сз) with respect
to all criteria. For ß from the close neighbourhood of v . the

• К
best was B*ol‘C5»' B*oliC2>*

It is hard to draw decisive conclusions till someone makes a 
series of studies that would take Into account the vast list of 
estimators, the valid list of citeria of comparisons, good prin­
ciples of reduction of parameters space, relationships between 
correlation structures of X and bad-conditioning of x. It is 
worthwhile to use also another type of biased estimators. In the 
next section we shall derive them.

3. NEW IDEAS IN BIASED ESTIMATION

Suppose that we want to regularize the system (1.1). One of 
the ways to do it i§

n2(X + — -— л I)ß = x 1V , x = x ’x (3.1)
i m i 2

Let us denote

a2
X = X + ---  J I, VX =  -Г||ß||2 Xl

where X^ is the largest and X^ Is the smallest eigenvalue of the 
matrix x = x'x< The appropriate largest and smallest eigenvalues 
of the matrix x are X^ and Xĵ that are, by the known facts 
from linear algebra, equal

„2 2



and hence, by simple algebraic operations, we obtain
о2 + X Ц е н 2 

v x “ “3  ----- ? •í о2 + х1Ц М Г
By standard calculus rules it is easy to find that

Эvj
5 ?  3 ^ 4  (*k ■ Xl,f3' m = Xillßll2 ♦ о2 , m

From the necessary condition of extremum we get the following
form of theoretical estimator B^ that is minimizing the criteria 
function

0(0) * 0o ( Э) + ^ x ( I IP I 12, °2' v x >•
(v~ - 1) -1

B, -  (x ♦ 1 ------- í----------5 r) X' Y'
1 0 i< *lr +

2
where the ratio r * Ufii.l- j.s the ratio of the parametric part

0 2 of the signal x0 and the noise variance о .
In the case when the value r and its nominator and denomina­

tor is not known we shall estimate them by the use of simple 
estimator

á2 = (n - k)"1 Eq Eq , Eq = MQy = (I - xx+) Y, and В = x+Y.

where the matrix x+ = (x'x)-1x.
So the empirical estimator connected with Bĵ  is the following

£ V X " 1 t>_1 x'y.
Š 1 “ í 0 n ^ )1 a2X1 (X1r + l)2

Under the conditions of uniform boundedness of columns of x, 
stochastic orthogonality of U and rows of x, infinite value of

n
the smallest eigenvalue of the matrix A = £  x . .x'

t=l ^
and under



by the use of Chebyshev Inequality the estimator gL is strongly 
convergent to the vector ß.

In a very similar way by using the above assumptions and con­
ditions one can deduce that this estimator is asymptotically 
normal (only one additional assumption is needed).

By similar arguments one can derive the second new family of 
estimators. It is based on the following regulatization

<X * V x ~ »  I,P " X 'Y * (3.2)

Here the ratio r * is the ratio of the squared length of
о ,

the signal xß to the noise variance a*. By similar arguments as 
in the previous regularization we obtain the following degree of 
bad conditioning of regularized matrix i.e.

°2 ♦ ß’x P !v * ______ ^ s i
o^ + x ^ ß ' x ß  **

It is easy to find that

м* - 2«4  - v  , 
i ß  2 * ß ‘ID

Solving the necessary conditions equations we get the estimator B«~ 2
2

В = ~2---- f --------  В , В = х+У.
m + o^(Xk - XŁ ) °

For any matrix x that has X^ t X^, and any model with a2 t 0, 
ß * 0 the estimator B2 is shrunking estimator with respect to
the idol estimator В . In fact one needs to remember that B„ is

* 2
a pencil of estimators that are contracting the values of clas­
sical estimator В .о

By using the estimators

m = с2 + X1b;XB0 = (n - k)"1 Y'MqY + Xj Y'(I - M0 )Y,

Mo = I - xx+ 
we can define single estimator

m 2



•у Л
Both the estimator m and о are expressible in terms of pro­
jection matrix MQ what makes all the last estimators attractive 
in terms of easiness of getting analytical results referring to 
the properties of §2 and g2.

Under suitable conditions the proposed estimators are consis­
tent and asymptotically normally distributed. The last estimator 
is attractive also in other respects. Due to its convenient form ' 
it is easy tractable from the point of view of sensitivity stu­
dies of this estimator. These studies are based on derivatives 
of this estimator with respect to the elements of matrix x, x'x, 
and the iAdex of bad-conditioning of matrix x ’x.

The above estimators were invented in order to diminish nega­
tive effects of bad-conditioning. In the casę of underestimation,
i.e.

В < ß,
we will use spheric metric estimators.

Under (1.2) underestimation will take place iff 
u jU > 0 and v^j < 0

or
ü jU < 0 and vAj >0, i, j = 1, k,

where ü  ̂ is the eigenvector corresponding to X̂  the eigenvalue
of x ’x. The spheric metric from which the estimator will be de­
rived has the form

-------- tlv - xp|I2
d  + 11 y 112)(i + i|xe112) 

and its minimum is reached at

Bsf = m2". 1 В, В = х+У, m2 = 1 + ||xß||2, 1 = ||Y - xß||2,

x+ = (x'x)-1x'.
Replacing m2 and 1 with in2 = 1 + ||xß||2 and i = ||MY||2, M =

= I - xx+ we obtain the sample analogue of в i.e.
A



Both estimators are biased and these biases are easy to ex­
press in term* of ß'x ß for nonrandom x or ß'Exß for random X.
One can find that under

(in, - a2n)(2m, - o2(n + 2)E Л.
ß ' ß  ?  --- ------------------------------------ — —

a n(n + 2) + m,(2 - n)*
we have MSE B8f < MSE В .
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Władysław Milo 

NOWE IDEE OBCIĄŻONEJ ESTYMACJI I PREDYKCJI

W referacie rozważa się rodziny estymatorów, które są odporne na ta­
kie zjawiska, jak złe uwarunkowanie i niedoszacowanie parametrów w modelu 
Y ■ X ß + U. Są one wyprowadzone z następujących kryteriów estymacji:

ip(ß. o,vx) = | | Y - X ß ||2 + V j O ,  a , v x)

oraz 0
l I Y - Xp| J2

4>(P) = ---------------------- Ё---------------------
(1 + I I Y I |2)(1 + I I Xß I I2)

gdzie:



2 Л ■ »; 
i.x -  x 'x .  x -  ( x + ■ '-'j  D .  v x ■ x ~

11P11 >
Xj, X k to odpowiednio największa 1 najmniejsza wartość własna macierzy X; 
v x jest indeksem złego uwarunkowania nadarzy X .
/V

Dowodzi się zgodności wyprowadzonych estymatorów.


